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® Ceph has excelle d scalable metadata management,

supporting more than 250,000 metadata operations per second.
O
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Unix F rences to data
blocks :

* Block-based file systems: Files are segmented into evenly sized blocks of data.

~  ® Apart from block addresses, no context information about the file is provided
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* Low-level file | /C {ecisions for read &

write operations are delegated to intelligent OSDs.

Obiec’r based file systems are adapted to deal with data growth
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® Ceph pr yagement and

seamlessly adapts to >ads for different computing

requirements.

® By leveraging OSDs intelligence: Semi-autonomous, fault tolerant and
/ recovering file systems




® Components of Ceph File System:

K\}ARCHITECTURE OF CEPH FILE SYSTEM

/ A client instance that exposes a POSIX file system
. Metadata ops File (object) 11O
O interface to a host
A cluster of OSDs storing both data and
metadata
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A metadata cluster managing the namespace (file —

names & directories), security, consistency &

coherence

Ceph client interface
(A Cluster monitors: Manage the cluster map of the

OSDs in case devices are added or removed. |

Object storage dasmon

BTRFS/EBOFS /..

Storage
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® Uses rc gn objects to storage

devices. "

® Through calculation any party can access the object’s name and location ->

file contents



A |

AV

® Effective use of OS .

® Predict Scalability requirements in the future number of OSDs
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®* Ceph FS bene , d availability of storage: OSDs

manage data migration, replication or recovery on their own.
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A running Cep

(dMount the Ceph filesystem: Either as mounted device in /mnt/cephfs or using FUSE
0 or directory in user’s space using FUSE: /home /user /cephfs.



Parallel file & data Metadata & Data

Large Scale systems systems decoupling systems




® http://\ 2009 /fall /file /CraigHarmer
_Object-based_Fil. '

( ® http://ceph.com/docs/master /cephfs/
O




