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Abstract—The transfer of Big Data over a computer network is an important and unavoidable operation in
the past, present, and in any feasible future. A large variety of astronomical projects produces the Big Data.
There are a number of methods to transfer the data over a global computer network (Internet) with a range
of tools. In this paper we consider the transfer of one piece of Big Data from one point in the Internet to
another, in general over a long-range distance: many thousand kilometers. Several free of charge systems
to transfer the Big Data are analyzed here. The most important architecture features are emphasized, and
the idea is discussed to add the SDN OpenFlow protocol technique for fine-grain tuning of the data transfer
process over several parallel data links.
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1. INTRODUCTION

The Big Data1 has been a known problem for
many years. In each period the term “Big Data”
meant a different volume and character of the data.
Keeping in mind the “triple V”: Velocity, Volume,
Variety, we can note that all these features are rela-
tive to the current state of technology. For example,
in the 1980s the volume of 1 TB was considered a
huge volume. In 1824 Charles Babbage won the Gold
Medal of the Royal Astronomical Society “for his
invention of an engine for calculating mathematical
and astronomical tables” with unprecedented accu-
racy and calculating speed corresponding to the Big
Data of that time. In the ’70s–’80s, the develop-
ment of the FITS format standardized the storage,
transmission, and processing of scientific and other
images, and gave the opportunity to exchange data
between different institutes. Nowadays, systems to
process Big Data in the modern understanding are
being developed and used. The standards for access
to big amounts of astronomical data (metadata stan-
dards, formats, query languages, etc.), technologies
for proceeding Big Data, all these are developed and

∗The article was translated by the authors.
**E-mail: tit@astro.spbu.ru

1http://en.wikipedia.org/wiki/Big_data

supported by IVOA (International Virtual Observa-
tory Alliance). The IVOA was created “to facilitate
the international coordination and collaboration nec-
essary for the development and deployment of the
tools, systems, and organizational structures nec-
essary to enable the international utilization of as-
tronomical archives as an integrated and interoper-
ating virtual observatory.” All astronomical projects
dealing with Big Data follow IVOA standards. Such
projects include ESO VLT, NOAO CTIO, NASA Ke-
pler, NASA HMS, etc.

There is a range of aspects of the problem: storage,
analysis, transfer, etc. In this paper we discuss one
of the important aspects of the Big Data: the transfer
over a global computer network.

2. SOURCES OF THE BIG DATA
There is a long list of human activities (scientific

and business) which are the generators of large vol-
umes of data [1–3]; see the projects SKA,2 LSST,3

FAIR,4 ITER,5 and also the web sites of CERN6 and
CLDS.7

2http://skatelescope.org/
3http://www.lsst.org/lsst/
4http://www.fair-center.eu/
5http://www.iter.org/
6http://www.cern.ch/
7http://clds.sdsc.edu/
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According to [1], the total volume of business
emails in the world in the year 2012 was around
3000 PB (3 × 1018 B). The generally accepted esti-
mate for the total volume of stored data is that it grows
1.5–2.0 times each year starting from 2000. In this
paper (and for our testings), we will assume that the
data volume around 100 TB (1014 B) and larger could
be labelled as Big Data.

Another aspect of Big Data is the preservation
of the data for long periods of time: several tens or
more years. Many aspects of our personal, social, or
business life, and technical data are now held in digital
form. Large volumes of these data need to be stored
and preserved. For example, the results of medical
tests, data generated by important engines of various
kinds (airplane engines, power station generators,
etc.), and other data have to be archived for a long
time. The same is true for scientific data obtained from
experimental measurements on unique experimen-
tal installations. The data might be reanalyzed (with
new approaches and/or ideas) after the experiment
is completed. The preserved data will be kept in dis-
tributed (locally and globally) storage. It is assumed
that replicas of the preserved data have to be stored
in several places on different continents to avoid data
loss due to technical, natural, or social disasters.

Historically one of the first fields where Big Data
appeared was high energy physics. A number of as-
pects of data transfer were analyzed and a range of
problems was solved. Now more and more scientific
and business sectors are dealing (or plan to) with the
Big Data [4]. Here is a list of astrophysical/physical
projects under development or in operation [5–9]:

– Hipparcos, 1989–1992, 300 GB total volume of
data;

– ESO VLT, 1999, the total volume of data is 65 TB
and increases by 15 TB per year;

– NASA Kepler,8 since 2009, 100 GB per month;

– LOFAR (LOw Frequency ARray),9 2012, up to
1 PB per day;

– Gaia (Global Astrometric Interferometer for As-
trophysics), 1 PB per year;

– Pushchino Radio Astronomy Observatory, all
projects, 10–100 GB per day;

– RadioAstron, 1.28 TB per day;

– CERN, all projects, several tens of PB per year;

– LSST (Large Synoptic Survey Telescope), 2020,
10 PB per year;

8http://www.nasa.gov/mission_pages/kepler/
9http://www.lofar.org/

– ITER (International Thermonuclear Experimental
Reactor), 2020, 1 PB per day;

– CTA (Cherenkov Telescope Array), 2015–2020,
20 PB per year;

– SKA (Square Kilometer Array), 2019–2024,
1500 PB per year.

Four of these projects are still under design, and the
longer the lead time, the more data are planned to be
obtained. The Gaia mission started operating in De-
cember 2013. The total volume of the data is planned
to be 1 PB per year.

Often the observers have to store only a selected
fraction of the obtained data [10]. For a deep analysis,
quite often there is a need to distribute the obtained
data among the collaborators around the world. That
means that a good fraction of experimental data needs
to be transferred over the Internet.

3. FREELY AVAILABLE UTILITIES FOR DATA
TRANSFER OVER THE NETWORK

The time of transfer over a global computer net-
work (Internet) depends on the real data link band-
width and the volume of the data. Taking into account
that we are talking about a volume of 100 TB and
more, we can estimate the minimum required time for
the data to be copied over a network link with 1 Gbit
capacity. It will give us about 100 MB s−1, hence
100 TB/100 MB s−1 = 1000 000 s = 277 .h8 = 11 .d6.
During this time the parameters of the network link
might change. For example, the percentage of lost
network packages can vary significantly. The data
link might suffer operation interruptions for different
periods: seconds, hours, days.

Now let us look at the Linux kernel network pa-
rameters. In the directory /proc on Scientific Linux
(clone of RedHat) version 6.5, there are about half a
thousand parameters describing the network link in
the kernel. Not all of them are equally sensitive or
influencing on the data transfer process. The most
important of them are the TCP window size, MTU,
the congestion control algorithm, etc. Of course, the
number of independent network links which could be
used in parallel is quite important. Of importance also
are the network parameters such as the round trip de-
lay time (RTT) and percentage of lost network pack-
ages. It is quite obvious that in each large-volume
data transfer (running for a long time), we need to
be able to tune (to set) a different number of threads,
a different size of the TCP window, etc. during the
data transfer process to achieve the maximum data
transfer speed.

Let us now consider the freely available data trans-
fer utilities which might be used to transfer Big Data
over the network and what they permit us to tune.
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3.1. Concepts of Comparison of Data
Transfer Utilities

Let us list briefly the parameters to be compared
for the data transfer utilities which might help to
transfer Big Data.
– A multi-stream data transfer mode, the ability to

use several TCP streams in parallel.

– A multi-link data transfer mode, the ability to use
more than one data link in parallel; an important
feature, especially considering the fact that the
available network links are not equal in bandwidth
and in conditions (reliability, price, real status,
etc.).

– The possibility to set low level parameters, e.g., the
TCP window size, etc.

– The method to bypass network problems (errors,
timeouts, etc.). In other words, in case of failure
of the data transfer, is it possible to continue the
transfer after restart?

Ultimately, the data transfer consists of many
steps: reading the data from the storage, transferring
the data over a network, writing the received data
to the storage on a remote computer system. In
this paper our attention is concentrated more on the
network transfer process.

3.2. Low-Level Data Transfer Utilities

Let us mention several utilities for data transfer
over a network (at least some of them are known for
many years).
– One of the low level protocols to transfer data

over a network is UDT.10 UDT is a library which
implements the data transfer protocol that permits
using udp but not tcp. In some cases the library
can help to improve data link usage, i.e., to reduce
the data transfer time.

– The RDMA over Converged Ethernet (RoCE)
protocol has been studied in [4], and it was found
that in many cases RoCE shows better results
than UDP, UDT, and the conventional TCP.

– MP TCP11,12 is an interesting protocol which per-
mits using several data links in parallel for one data
transfer. The protocol is implemented as a Linux
kernel driver.

– The (Open)SSH family,13 the well known data
transfer utilities, which deliver rigid authentication
and a number of data encryption algorithms. Data

10http://udt.sourceforge.net/
11http://mptcp.info.ucl.ac.be/
12http://multipath-tcp.org/
13http://www.openssh.org/

compression before encryption in order to reduce
the data volume to be transferred is possible as
well. There are two well known SSH versions:
a patched SSH version14 which can use an in-
creased size of the buffers, and the SSH with the
GSI authentication. No real restart after failure.
No parallel data transfer streams.

– bbcp,15 a utility for bulk data transfer. It is assumed
that bbcp is running on both sides, i.e., the trans-
mitter as a client, and the receiver as a server.

– bbftp,16 a utility for bulk data transfer. It imple-
ments its own transfer protocol, which is opti-
mized for large files (larger than 2 GB) and is
secure, as it does not read the password in a file
and encrypts the connection information.

– Xdd [11], a utility developed to optimize data
transfer and I/O processes for storage systems.

– fdp,17 a Java utility for multi-stream data transfer.

– gridFTP,18 an advanced data transfer utility for the
grid security infrastructure (GSI).

Many of them are quite effective for data trans-
fer in terms of link capacity usage. However, Big
Data transfer implies a significant transmission time
(which may be several hours, days or longer). For
long time intervals, it is not easy to rely on such
simple transfer procedures. As we mention above,
the network link might change the capacity and the
percentage of lost network packages, and so on.

3.3. Middle-Level File Transfer Services
The FTS319,20 is a relatively new and advanced

tool for the transfer of large volumes of data over a
network. It has many of the features mentioned above,
and more. There is the advanced data transfer track-
ing (log) feature, the ability to use the http, restful,
and CLI interfaces to control the process of the data
transfer.

Another interesting development is SHIFT,21

which is dedicated to a reliable transfer of data over
a LAN and WAN. Much attention was paid to the
reliability, advanced tracking, performance of the
data transfer, and the usage of parallel data transfer
between the so-called equivalent hosts (between
computer clusters).

14http://sourceforge.net/projects/hpnssh/
15http://www.slac.stanford.edu/~abh/bbcp/
16http://doc.in2p3.fr/bbftp/
17http://monalisa.cern.ch/FDT/
18Ibid.
19http://www.eu-emi.eu/products/-/
/asset_publisher/1gkD/content/fts3

20https://svnweb.cern.ch/trac/fts3
21http://fasterdata.es.net/data-transfer-tools/
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3.4. High-Level Data Management Service:
PhEDEx

PhEDEx22,23,24 (Physics Experiment Data Ex-
port) is used (and developed) in collaboration around
the Compact Muon Solenoid (CMS) [12, 13] exper-
iment at CERN. The experiment does produce a lot
of experimental data (in 2013 around 130 PB were
written). Data analysis requires copying the data to
a set of large computing clusters (about 10 locations
in different countries and continents) for analysis and
data archiving. Later on, fractions of the data might
be copied to smaller computing facilities (more than
60 locations). The total data transfer per day attains
350 TB [13]. It is possible that in the near future
the daily volume will increase. Because there may be
more than one link between several sites, a routing
technique was developed in PhEDEx which permits
using alternative routes when the default route is not
available.

Finally, the PhEDEx system is quite complicated,
and the management service depends on the physics
experiment collaboration environment. It is unlikely
that PhEDEx can be used in a different environment
without redesign.

4. DISCUSSION

The mentioned utilities have several common fea-
tures:
– all the utilities have a client–server architecture;
– are able to set the buffer size, TCP window size,

etc.;
– have the ability to perform various operations

before real data transfer and after data transfer,
e.g., compression/decompression, using a set
of drivers/methods to read/write files to/from
secondary storage;

– use a number of authentication techniques;

– use more than one stream, more than one network
link for data transfer;

– use several authentication algorithms;

– use a number of techniques to make data transfer
more reliable;

– the utilities are not equal in the number of pa-
rameters and scope of suggested tasks; some of
them are well suited to be used as independent
data transfer utilities in almost any environment,
others, like PhEDEx (in CMS) and comparable

22https://cmsweb.cern.ch/phedex
23https://twiki.cern.ch/twiki/bin/view/CMSPublic/
/PhedexAdminDocsInstallation

24http://hep-t3.physics.umd.edu/HowToForAdmins/
/phedex.html

systems in the ATLAS collaboration,25 are dedi-
cated to be used as part of a more complicated and
specific computing environment.

In other words, there is a set of tools which might
help in many cases to transfer the Big Data over the
networks. Quite a few utilities can use more than one
network link.

At the same time, no tool offers fine-grain tuning
of parallel data links. Fine tuning is considered as a
possibility to apply a different policy to each data link.
In general, parallel data links might be completely
different in nature, features, and conditions of use. In
particular, the usage of QoS is assumed for each net-
work link in the data transfer as well as the ability to
change the policy on the fly. All that suggests the idea
that a special application is required to monitor the
status of the data links and to change the parameters
of data transfer according to the real situation in the
data links.

The network link parameters are planned to be
set with the OpenFlow26 [14] protocol in the source
network switch (hardware or software). The special
tool PerfSonar [15] will be used to monitor the data
link status.

Evidently, a specially customized test installation
is required to test the data transfer process with the
mentioned utilities and instrumentation. The cus-
tomized testbed has to be able to simulate at least the
main network problems, e.g., changing RTT, delays,
percentage of lost packages, and so on. The devel-
opment of such a testbed has been started at the
Laboratory of Network Technologies in Distributed
Computing Systems27 of the ITMO University. This
field of work attracts many researchers [16].

The testbed is intended to be a platform for com-
paring different utilities in the same environment. As
a first step, it is planned to perform comparative mea-
surements of a set of data transfer utilities, recording
all the measurement details. In the future, this will
permit one to compare in the testbed other data trans-
fer methods in exactly the same environment.

5. THE TESTBED PROGRESS

The testbed consists of two servers HP DL380p
Gen8 E5-2609, Intel(R) Xeon(R) CPU E5-2640
@2.50GHz, 64GB under Scientific Linux 6.5. Since
everything is planned to be tested in the virtual
environment, for each mentioned data transfer system

25http://rucio.cern.ch/
26https://www.opennetworking.org/images/stories/
/downloads/sdn-resources/white-papers/
/wp-sdn-newnorm.pdf

27http://sdn.ifmo.ru/
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two virtual machines will be used: first VM as a trans-
mitter, and another one as a receiver. In other words,
we have around ten VMs. To organize those VMs,
the OpenStack platform (www.openstack.org) was
deployed and put in use. PerfSonar has been deployed
as well.

To study different types of data, a special procedure
has been developed to generate a test directory with
files of random length; the total volume of the test
directory is defined by a parameter of the procedure.
During the generation of the test data, it is possible to
set the mean value for the file size and the dispersion
of the file size. The data inside each file in the test
directory is intentionally prepared so as to eliminate
the possible effect of data compression (if any) during
data transfer.

At the initial stage, it is planned to compare all the
above data transfer systems in a local area network
to be sure that everything (all scripts) is functioning
properly. A separate problem is to write all the logs,
parameters, etc. during the measurement. In partic-
ular, there is the requirement to write automatically
the whole /proc directory into some place, let’s say
“log directory.” Also, it is required to write all the
parameters and messages from the data transfer en-
gine/utility. Finally, the data link status is intended to
be written as well. All the mentioned information has
to be saved in the “log directory.” Obviously, every-
thing has to be performed by the scripts dedicated to
conducting the measurements.

The developed procedures (scripts) and short de-
scriptions can be found at https://github.com/
/itmo-infocom/BigData.

6. CONCLUSION

When planning a project dealing with a large
amount of experimental data, it is important to take
into account the efforts used to move data over a
network. It is possible to list several points in the
observation cycle where Big Data transfer over a
network is in real demand:
– data gathering;

– quick data quality checking (and/or filtering);
• possible data transfer (may be local or re-

mote);

– storing the data in secondary storage;
• possible data transfer to remote computing

facilities (may be in several locations) for
further analysis;

– data analysis.
This paper describes just the data transfer technique,
which is an unavoidable part of the observation cycle.
In the coming experiments, where a huge volume of

data is expected, it is clear that the more effective
the data transfer, the more productive the scientific
analysis.
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