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Preface

This book and its companion volumes, LNCS vols. 9140, 9141, and 9142, constitute
the proceedings of the 6th International Conference on Swarm Intelligence in con-
junction with the Second BRICS Congress on Computational Intelligence (ICSI-CCI
2015) held during June 25–28, 2015, in Beijing, China.

The theme of ICSI-CCI 2015 was “Serving Our Society and Life with Intelligence.”
With the advent of big data analysis and intelligent computing techniques, we are
facing new challenges to make the information transparent and understandable effi-
ciently. ICSI-CCI 2015 provided an excellent opportunity for academics and practi-
tioners to present and discuss the latest scientific results and methods as well as the
innovative ideas and advantages in theories, technologies, and applications in both
swarm intelligence and computational intelligence. The technical program covered all
aspects of swarm intelligence, neural networks, evolutionary computation, and fuzzy
systems applied to all fields of computer vision, signal processing, machine learning,
data mining, robotics, scheduling, game theory, DB, parallel realization, etc.

The 6th International Conference on Swarm Intelligence (ICSI 2015) was the sixth
international gathering for researchers working on all aspects of swarm intelligence,
following successful and fruitful events in Hefei (ICSI 2014), Harbin (ICSI 2013),
Shenzhen (ICSI 2012), Chongqing (ICSI 2011), and Beijing (ICSI 2010), which
provided a high-level academic forum for the participants to disseminate their new
research findings and discuss emerging areas of research. It also created a stimulating
environment for the participants to interact and exchange information on future chal-
lenges and opportunities in the field of swarm intelligence research. The Second
BRICS Congress on Computational Intelligence (BRICS-CCI 2015) was the second
gathering for BRICS researchers who are interested in computational intelligence after
the successful Recife event (BRICS-CCI 2013) in Brazil. These two prestigious con-
ferences were held jointly in Beijing this year so as to share common mutual ideas,
promote transverse fusion, and stimulate innovation.

Beijing is the capital of China and is now one of the largest cities in the world. As
the cultural, educational, and high-tech center of the nation, Beijing possesses many
world-class conference facilities, communication infrastructures, and hotels, and has
successfully hosted many important international conferences and events such as the
2008 Beijing Olympic Games and the 2014 Asia-Pacific Economic Cooperation
(APEC), among others. In addition, Beijing has rich cultural and historical attractions
such as the Great Wall, the Forbidden City, the Summer Palace, and the Temple of
Heaven. The participants of ICSI-CCI 2015 had the opportunity to enjoy Peking
operas, beautiful landscapes, and the hospitality of the Chinese people, Chinese cuisine,
and a modern China.

ICSI-CCI 2015 received 294 submissions from about 816 authors in 52 countries
and regions (Algeria, Argentina, Australia, Austria, Bangladesh, Belgium, Brazil,
Brunei Darussalam, Canada, Chile, China, Christmas Island, Croatia, Czech Republic,



Egypt, Finland, France, Georgia, Germany, Greece, Hong Kong, India, Ireland, Islamic
Republic of Iran, Iraq, Italy, Japan, Republic of Korea, Macao, Malaysia, Mexico,
Myanmar, New Zealand, Nigeria, Pakistan, Poland, Romania, Russian Federation,
Saudi Arabia, Serbia, Singapore, South Africa, Spain, Sweden, Switzerland, Chinese
Taiwan, Thailand, Tunisia, Turkey, UK, USA, Vietnam) across six continents (Asia,
Europe, North America, South America, Africa, and Oceania). Each submission was
reviewed by at least two reviewers, and on average 2.7 reviewers. Based on rigorous
reviews by the Program Committee members and reviewers, 161 high-quality papers
were selected for publication in this proceedings volume with an acceptance rate of
54.76 %. The papers are organized in 28 cohesive sections covering all major topics of
swarm intelligence and computational intelligence research and development.

As organizers of ICSI-CCI 2015, we would like to express our sincere thanks to
Peking University and Xian Jiaotong-Liverpool University for their sponsorship, as
well as to the IEEE Computational Intelligence Society, World Federation on Soft
Computing, and International Neural Network Society for their technical co-sponsor-
ship. We appreciate the Natural Science Foundation of China and Beijing Xinhui Hi-
tech Company for its financial and logistic support. We would also like to thank the
members of the Advisory Committee for their guidance, the members of the interna-
tional Program Committee and additional reviewers for reviewing the papers, and the
members of the Publications Committee for checking the accepted papers in a short
period of time. Particularly, we are grateful to Springer for publishing the proceedings
in their prestigious series of Lecture Notes in Computer Science. Moreover, we wish to
express our heartfelt appreciation to the plenary speakers, session chairs, and student
helpers. In addition, there are still many more colleagues, associates, friends, and
supporters who helped us in immeasurable ways; we express our sincere gratitude to
them all. Last but not the least, we would like to thank all the speakers, authors, and
participants for their great contributions that made ICSI-CCI 2015 successful and all
the hard work worthwhile.

April 2015 Ying Tan
Yuhui Shi

Fernando Buarque
Alexander Gelbukh

Swagatam Das
Andries Engelbrecht
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Abstract. In this paper, we apply Stacked Auto-encoder, one of the
main types of deep networks, hot topic of machine learning recently,
to spam detection and comprehensively compare its performance with
other prevalent machine learning techniques those are commonly used in
spam filtering. Experiments were conducted on five benchmark corpora,
namely PU1, PU2, PU3, PUA and Enron-Spam. Accuracy and F1 mea-
sure are selected as the main criteria in analyzing and discussing the
results. Experimental results demonstrate that Stacked Auto-encoder
performs better than Naive Bayes, Support Vector Machine, Decision
Tree, Boosting, Random Forest and traditional Artificial Neural Net-
work both in accuracy and F1 measure, which endows deep learning
with application in spam filtering in the real world.

Keywords: Spam detection · Machine learning · Artificial neural net-
work · Deep learning · Stacked auto-encoder

1 Introduction

Email has become one of the most commonly used communication tools in our
daily work and life due to its advantages of low cost, high efficiency and good
convenience. However, the above characteristics are also concerned and exploited
by the ones who want to spread advertisement, bad information or even computer
virus to send spam emails. Spam, generally defined as unsolicited bulk email
(UBE) or unsolicited commercial email (UCE) [1], has caused many problems to
our normal email communication. Ferris Research Group [2] has revealed that
large amount of spam not only occupied network bandwidth and server storage,
but also wasted users’ time on reading and deleting them, which resulted in loss
of productivity. Moreover, the spam with malware threatens internet safety and
personal privacy.

According to Symantec Internet Security Threat Report 2014 [3], although
the total number of bots (computers that are infected and controlled to send
spam) worldwide has declined from 3.4 million to 2.3 million in 2013 compared
with that of 2012, the overall spam rate only dropped 3%, which is still up to 66%
of the whole email traffic. What’s worse, the phishing rate and virus rate both
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 3–15, 2015.
DOI: 10.1007/978-3-319-20472-7 1
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increased. In 2013, one out of every 196 emails contained virus and one out of
every 392 emails was identified as phishing, while the corresponding proportions
in 2012 were 1 in 291 and 1 in 414 respectively. In addition, adult, sex and
dating related spam dominated in 2013 and made up 70% of the total spam,
which was an increase of 15% compared with that of 2012. The statistics from
Cyren Internet Threats Trend Report [4] demonstrate that spam made up 68%
of all global emails in the third quarter of 2014, with a daily average of 56 billion.
Thus, it is still necessary and urgent to take measures to solve the spam problem.

To address this problem, researchers have proposed numbers of anti-spam
approaches from different perspectives, including legal means, working out corre-
sponding acts to regulate email sending [5,6]; email protocol methods, improving
the control strategies of email protocols [7,8]; simple techniques, such as address
protection [9], black/white list [10,11], keywords filtering [12] and so on; and
intelligent detection, considering the spam filtering problem as a typical two-
class classification problem, which could be solved by the supervised machine
learning methods [12–14]. Among all these anti-spam approaches, intelligent
detection is the most effective and widely used. On the one hand, intelligent
detection is highly automated and do not need much human intervention; On
the other hand, intelligent detection has the characteristics of high accuracy,
robustness and strong noise tolerance, and it can adapt to the dynamic changes
of the emails’ content and users’ interests.

There are three main related research fields for intelligent spam detection as
well as other classification or pattern recognition problems, namely feature selec-
tion, feature construction and classifier design, corresponding to the three core
steps of intelligent spam detection. The purpose of feature selection lies in reduc-
ing the number of features to be further processed and the affect from possible
noisy features, so as to reduce the computational complexity and enhance the
categorization accuracy respectively. Several feature selection metrics have been
proposed and proved to be effective, such as Information Gain (IG) [15], Doc-
ument Frequency (DF) [16], Term Frequency Variance (TFV) [17], Chi Square
(χ2) [16], Odds Ratio (OR) [18], Term Strength (TS) [16] and so on. Feature
construction approaches transform the set of features available into a new set
of features by finding relationships between existing features and constructing
feature vectors to represent samples. Bag-of-Words (BoW), also known as Space
Vector Model, is the most widely used feature construction approach in spam
detection [19]. Other feature construction approaches for spam detection have
also been studied, like Sparse Binary Polynomial Hashing (SBPH) [20], Orthogo-
nal Sparse Bigrams (OSB) [21], immune concentration based approaches [22–27]
and term space partition (TSP) based approach [28] etc. Supervised machine
learning methods have been successfully and widely applied for classifier design
in spam detection, and the prevalent ones are introduced in Section 2.

This paper applies Stacked Auto-Encoders (SAE), one of the main types of
deep neural networks, to intelligent spam detection. And presents a compara-
tive study of SAE with other prevalent supervised machine learning methods to
verify the effectiveness of deep learning on spam detection. Experiments were
conducted on five benchmark corpora PU1, PU2, PU3, PUA and Enron-Spam to
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investigate the performance of SAE and other machine learning methods. Accu-
racy and F1 measure are selected as the main criteria in analyzing and discussing
the results.

The rest of this paper is organized as follows: Section 2 introduces the preva-
lent machine learning methods that are applied in spam detection. Stacked Auto-
Encoders is presented in detail in section 3. Section 4 gives the experimental
results and corresponding analysis. Finally, we conclude the paper in Section 5.

2 Prevalent Machine Learning Methods

2.1 Naive Bayes

The Bayes methods compute the probability P (C = ck|X = x) that the sample
x belongs to each category ck and obtain the final category of sample x according
to the maximum value of the probability that has been achieved.

P (C = ck|X = x) =
P (X = x|C = ck)P (C = ck)

P (X = x)
(1)

According to the Bayes formula shown in Eq.1, the key part of the Bayes
methods is computing the probability P (X = x|C = ck). Naive Bayes (NB) is the
most widely used Bayes method, and it assumes that the sample x is composed of
multiple features wj which are mutually independent in the calculation process,
thus P (X = x|C = ck) could be achieved by computing P (W = wj |C = ck).
Sahami et al. [29] introduced NB into spam detection, and now it has been
widely used in commercial spam filtering system and open source software of
spam detection based on its simplicity in implementation and high accuracy.

2.2 Support Vector Machine

The core idea of Support Vector Machine (SVM) is to find the optimal hyper-
plane and make the classification margin maximized. The targets of training
process is maximizing the classification margin and minimizing the structural
risk, and obtaining weight vector of the optimal hyperplane by calculation on
the training set. For linearly inseparable issues, SVM makes it linearly separable
by mapping the training data from the original space to a higher-dimensional
space with kernel functions and computes corresponding optimal hyperplane.
Drucker et al. [30] applied SVM to spam detection and achieved better per-
formance compared with Ripper and Rocchio. In addition, best performance
of SVM was achieved when boolean BoW is employed as feature construction
approach other than multi-value BoW.

2.3 Decision Tree

Decision Tree (DT) constructs a tree from top to bottom according to the pre-
defined sequence of attributes, where nodes corresponds to attributes and edges
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corresponds to attribute values. Each path from the root to the leaves could be
seen as a rule. Selecting the sequence of attributes based on IG is one of the
commonly used methods in DT. The famous DT algorithms are ID3 and C4.5
etc. Carreras et al. [31] applied DT to spam filtering and adopted RLM distance
other than IG for attributes selection. Currently, DT is often used as a weak
learner of Boosting methods due to its mediocre performance.

2.4 Artificial Neural Network

Artificial Neural Network (ANN) is proposed by taking inspiration from mech-
anism of biological neural networks and consists of a large number of inter-
connected artificial neurons. There are three types of neurons: the input layer
neurons, hidden layer neurons and output layer neurons. In the learning (train-
ing) process, the connection weights of ANN are dynamically adjusted in accor-
dance with the input and output values of the training data to approximate
the mapping function of the input and output values. In the classification pro-
cess, the input data transfer in the network layer by layer beginning from the
input layer. The activation value of each neuron is calculated according to the
predefined activation function and effect of each neuron in the classification is
determined by the connection weights. Performance of ANN is mainly influenced
by three factors: input and the activation function, network structure and con-
nection weights. Clark et al. [32] adopted ANN to classify emails with a fully
connected neural network, and used back-propagation (BP) algorithm for train-
ing. Experimental results showed that ANN could achieve better performance
than NB and k-Nearest Neighbor.

2.5 Boosting

Boosting could be seen as a voting technology based on existing learning meth-
ods, other than a particular learning method itself. AdaBoost (Adaptive Boost-
ing) is a typical Boosting method. The core idea of this method is giving more
attention to the samples those are difficult to be classified in the learning process
[33]. During the training process, weights of samples are dynamically adjusted
in accordance with their classification results by the constructed classifiers, and
the samples those are difficult to be classified would be selected for learning
with greater probability when the new classifiers are built. Finally, new samples
are weighted classified according to the performance of each classifier. Carreras
et al. [31] applied AdaBoost to spam detection by using DT as base classifier,
and AdaBoost achieved better performance than DT and NB in the experiment.

2.6 Random Forest

Random Forest (RF) samples repeatedly from the original sample set by utilizing
the re-sampling method bootsrap and constructs Decision Tree model on each
bootsrap sampling. Then the DT models constructed are combined to give the
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prediction by voting. Koprinska et al. [17] applied RF to email classification
and compared its performance with that of other methods. Experimental results
indicate that RF is promising approach for spam filtering and outperforms DT,
SVM and NB, with DT and SVM being also more complex than RF.

3 Stacked Auto-Encoder

Artificial Neural Networks are traditional computational models for machine
learning and pattern recognition. Former researches mainly focus on shallow
neural networks (i.e. neural networks with one hidden layer or two hidden lay-
ers). Since deep neural networks have shown excellent performance in recent
years, Deep Learning (DL) has become a hot topic in artificial intelligence. Deep
Learning algorithms attempt to learn multiple levels of representation of increas-
ing complexity or abstraction and deep multi-layer neural networks are the basic
architectures of DL.

Stacked Auto-Encoder (SAE) is one of the main types of deep networks. It
is a stacked ensemble of auto-encoders and has more excellent computational
ability [34].

The structure of auto-encoder is show in Fig.1, which consists of three layers,
namely input layer, code layer and reconstruction layer. The original input X
enters at the input layer, and X is encoded to Y through forward-propagation
in the neural network. Further, Y is decoded to X ′. In auto-encoder, X ′ has
the same dimensionality with X and is seen as a reconstruction of the original
input X.

input: X

reconstruction: X

code: Y

encoder

decoder

Fig. 1. Structure of Auto-encoder

Simply speaking, the auto-encoder transforms the input vector X =
(x1, x2, ..., xn) to vector Y = (y1, y2, ...ym), where n indicates dimensionality
of the input vector and m indicates dimensionality of the code vector. Next, the
input vector X is reconstructed to X ′ from the code vector Y with the con-
straint that |X −X ′| is minimized. The training objective of this neural network
is minimizing the reconstruction error, and the objective function is defined as
follows:

J =
∑

‖X − X ′‖ (2)



8 G. Mi et al.

where the sum operation is executed on all input samples. In this paper, the
network is trained with the gradient descent BP algorithm, which is widely used
in the training of artificial neural networks.

Actually, the code Y is a nonlinear abstract of original input data X and
represents some features of X. SAE learns multiple levels of representation of
the input vector X, in which the high layer encodes the low layer and each layer
represents features of the input with increasing abstraction, and reconstructs
X to X ′ from the last layer with constraint that |X − X ′| is minimized, as
shown in Fig.2. SAE is a stacked ensemble of multiple auto-encoders, in which
X is encoded to Y , Y is encoded to Z and Z is encoded to W successively.
Reconstruction is taken in the reverse order. W is decoded to Z ′, Z ′ is decoded
to Y ′ and Y ′ is decoded to X ′ successively. The training objective of SAE is the
same with auto-encoder, which is minimizing the reconstruction error of X.

X

Y

Z

W

Fig. 2. Structure of Stacked Auto-Encoder

Back Propagation (BP) works well for networks with one or two hidden layers,
while training deeper networks through BP yields poor results. SAE is trained
by adopting the greedy layerwise pre-training [35,36], which greedily trains one
layer at a time, exploiting an unsupervised learning algorithm for each layer. The
auto-encoder X-Y is trained on the original data X first and transforms X to
code Y . Then the auto-encoder Y -Z is trained the same as above based on Y and
encodes Y to Z. Finally, the auto-encoder Z-W is trained on Z. After training
of the three individual auto-encoders, the weights got is used to initialize the
weight of SAE. The objective function is optimized by using BP algorithm.

Initialization strategy of BP weights is introduced in the training of SAE.
The laywise pre-training of each auto-encoder could preliminarily determine the
distribution of the initial data and make the wights of the neural network reflect
the data characteristics. Initializing SAE with the weights got by pre-training
could locate the initial solution close to the optimal solution and effectively
reduce the convergence time. SAE possesses greater nonlinear capability than
auto-encoder by laywise encoding of the original data. Each layer presents an
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individual abstract of the original data and higher layer has higher level abstrac-
tion. SAE is considered having strong learning ability and able to mine the effec-
tive features of original data sufficiently. In this paper, we applied SAE in spam
detection to verify the performance of DL in spam filtering.

100 200 300 400 500 600 700 800 900 10001100120013001400150016001700180019002000

0.935

0.94

0.945

0.95

0.955

0.96

0.965

0.97

0.975

Dimensionality of Feature Vectors

E
va

lu
at

io
n

 C
ri

te
ri

a

 

 

Accuracy
Recall
Precision
F1

Fig. 3. Performance of AdaBoost with Varied Feature Vector Dimensionality on PU1

4 Experiments

4.1 Experimental Setup

In the experiments, Information Gain (IG) [15] and Bag-of-Words (BoW) [19] are
selected as feature selection strategy and feature construction approach respec-
tively for transforming email samples into feature vectors. IG is the most widely
employed feature goodness criterion in machine learning area. It measures the
number of bits of information obtained for class prediction by knowing the pres-
ence or absence of a certain feature in a sample. When applied in spam detection,
IG of term ti is calculated as

IG(ti) =
∑

c∈(s,h)

∑

t∈(ti,t̄i)

P (t, c) log
P (t, c)

P (t)P (c)
(3)

where c denotes the class of an email, s stands for spam, and h stands for
ham, ti and t̄i denotes the presence and absence of term ti respectively. BoW,
also known as Space Vector Model, is one of the most widely used feature
construction approaches in spam detection. It transforms an email m to a n-
dimensional feature vector x = [x1, x2, ..., xn] by utilizing a preselected term set
T = [t1, t2, ..., tn], where the value xi is given as a function of the occurrence of ti
in m, depending on the representation of the features adopted. We take binary
representation, where xi is equal to 1 when ti occurs in m, and 0 otherwise.
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Experiments were conducted on PU1, PU2, PU3, PUA [37] and Enron-Spam
[38], which are all benchmark corpora widely used for effectiveness evaluation in
spam detection. Among them, PU1 contains 1099 emails, 481 of which are spam;
PU2 contains 721 emails, and 142 of them are spam; 4139 emails are included
in PU3 and 1826 of them are spam; 1142 emails are included in PUA and 572 of
them are spam; and Enron-Spam contains 33716 emails, 17171 of which are spam.
Emails in the five corpora all have been preprocessed by removing header fields,
attachment and HTML tags, leaving subject and body text only. For privacy
protection, emails in PU corpora have been encrypted by replacing meaningful
terms with specific numbers.
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Fig. 4. Performance of Random Forest with Varied Feature Vector Dimensionality
on PU1

In addition, SAE was implemented in MATLAB by utilizing the toolbox
for deep learning [39], and a six-layer neural network is employed, in which
the computational elements of each layer are 2000, 500, 250, 125, 10, 1 respec-
tively. WEKA toolkit [40] was utilized in implementation of the machine learning
models selected for comparison, namely Naive Bayes, Support Vector Machine,
C4.5, Multilayer Perceptron (MLP), AdaBoost (C4.5 is selected as base learner)
and Random Forest. Since determining the number of terms (features) selected
for further classification, selection of dimensionality of feature vectors for each
machine learning method can not only affect the computational complexity,
but also influence the classification performance. Dimensionality of feature vec-
tors for most of the techniques above are set in accordance with the previous
researches, where that of MLP is set to 2000, the same as SAE [35] and those
of NB, SVM and C4.5 are set to 500 [41]. While the dimensionality of feature
vectors for AdaBoost and RF are investigated by conducting experiments on the
relatively smaller corpus PU1, and set to 900 and 1600 respectively, as shown in
Fig.3 and Fig.4. 10-fold cross validation was utilized on PU corpora and 6-fold
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cross validation on Enron-Spam according to the number of parts each of the
corpora has been already divided into. Accuracy and F1 measure are the main
evaluation criteria, as they can reflect the overall performance of spam detection.

4.2 Performance Comparison

Table 1 to 5 show the performance of different machine learning methods in
spam detection when incorporated with IG and BoW. As can be seen, SAE
performs the best in most of the cases in terms of both accuracy and F1 measure,
except that it has a similar performance with RF on PU1 (as mentioned above,
we take accuracy and F1 measure as comparison criteria without focusing on
precision and recall, which are incorporated into the calculation of F1 measure
and can be reflected by F1 measure). This indicates that SAE can work well and
outperform the current machine learning methods in spam detection, verifying
the effectiveness of deep learning in this area and endowing it with application
in the real world.

By comparing the performance of the above machine learning methods
between different corpus, we can see that SAE can achieve similar and relatively
higher accuracy and F1 measure on all of the corpus selected for the experiments
(as well as MLP and SVM), demonstrating that SAE possesses good stability

Table 1. Performance comparison of SAE with other prevalent machine learning tech-
niques on PU1

Method Precision(%) Recall(%) Accuracy(%) F1(%)

NB 97.74 82.50 91.47 89.37
C4.5 91.24 89.17 91.28 90.01
SVM 96.19 95.62 96.33 95.77

AdaBoost 97.08 95.62 96.79 96.28
RF 98.36 97.92 98.35 98.11

MLP 97.99 97.50 97.98 97.68
SAE 98.16 97.71 98.17 97.89

Table 2. Performance comparison of SAE with other prevalent machine learning tech-
niques on PU2

Method Precision(%) Recall(%) Accuracy(%) F1(%)

NB 82.67 70.71 90.70 75.34
C4.5 79.26 71.43 89.72 73.96
SVM 90.99 78.57 94.08 83.92

AdaBoost 91.74 75.71 93.66 82.23
RF 97.46 65.00 92.68 76.83

MLP 90.85 89.29 95.91 89.57
SAE 93.29 88.57 96.34 90.37
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Table 3. Performance comparison of SAE with other prevalent machine learning tech-
niques on PU3

Method Precision(%) Recall(%) Accuracy(%) F1(%)

NB 92.75 78.63 87.72 84.93
C4.5 91.10 91.76 92.25 91.34
SVM 95.44 93.96 95.33 94.67

AdaBoost 95.54 94.56 95.62 95.02
RF 97.50 95.66 96.97 96.55

MLP 96.72 95.66 96.63 96.17
SAE 96.77 97.14 97.24 96.91

Table 4. Performance comparison of SAE with other prevalent machine learning tech-
niques on PUA

Method Precision(%) Recall(%) Accuracy(%) F1(%)

NB 95.39 94.21 94.65 94.63
C4.5 87.02 92.63 88.68 89.30
SVM 91.84 94.39 92.63 92.87

AdaBoost 91.08 97.02 93.42 93.80
RF 92.15 97.02 94.04 94.36

MLP 94.24 97.02 95.35 95.49
SAE 94.49 97.90 95.88 96.04

Table 5. Performance comparison of SAE with other prevalent machine learning tech-
niques on Enron-Spam

Method Precision(%) Recall(%) Accuracy(%) F1(%)

NB 77.74 98.41 87.45 86.10
C4.5 82.88 97.07 90.33 89.02
SVM 89.64 98.74 94.63 93.86

AdaBoost 89.13 98.78 94.25 93.57
RF 91.46 99.28 96.06 95.11

MLP 92.70 98.71 96.23 95.54
SAE 94.90 98.95 97.49 96.84

and robustness due to its strong learning ability, which is concerned more in
the real world application. While the others usually occur with the phenomenon
that the performance declines significantly on some of the corpus selected.

In addition, NB is a simple and efficient method which can recognize major-
ity of the samples, hence it is widely used in the real spam filtering systems.
AdaBoost and RF are both ensemble methods based on weak learners and
obtain better performance than NB and C4.5 (which are weak learners) in the
experiments.
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It is worth mentioning that the training of SAE is really time consuming as
well as MLP ( and AdaBoost on large corpus). However, this could be settled by
the offline training of real world spam filters and strong computational ability
of modern computers and servers.

5 Conclusion

In this paper, we applied SAE to spam detection and compared its performance
with the prevalent machine learning techniques those are commonly used in this
area. Comprehensive experiments were conducted on public benchmark corpus
and a six-layer neural network was employed to investigate the performance of
SAE. The results demonstrate that SAE not only outperforms other machine
leaning methods in terms of classification accuracy and F1 measure, but also
possesses stronger stability and robustness. This verifies the effectiveness of
deep learning in spam filtering and endows it with application in real world
meanwhile. In future work, we intend to further apply the other types of deep
networks in spam detection and construct novel feature construction models in
accordance with the characteristics of spam problem and advantages of different
deep networks.
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Abstract. The threat assessment of aerial targets is the basic method
for improving the ability of air defense system to deal with multi-
ple objects in complex environment. Considering both the uncertain
and imprecise information and prioritization relationship of attributes,
we propose an interval-valued intuitionistic fuzzy prioritized ordered
weighted averaging (IVIF-POWA) operator-based threat assessment
model. The contribution of this paper is twofold: 1) An IVIF-POWA
operator is proposed, which expresses the imprecise and uncertain infor-
mation with more suitable interval-valued intuitionistic fuzzy sets. 2)
This work proposes a simple yet effective threat assessment model based
on IVIF-POWA operator. Its efficiency and effectiveness are validated
by comparing it with some popular operators in a numerical example.

Keywords: Interval-valued intuitionistic fuzzy set · Ordered weighted
averaging operator · Prioritization relationship

1 Introduction

Threat assessment of aerial targets is basis of command and decision making
in modern air defense systems, which makes the systems more intelligent and
precise. In the more complicated environment, the accurate threat assessment is
becoming a challenging task.

To solve this problem, vast efforts have been established in many related works.
The main alternatives are, Bayes networks [8,18], fuzzy belief reasoning [5], mul-
tiple attribute decision making (MADM) [2,11], knowledge reasoning [10], aggre-
gation operators [4,21], TOPSIS [6,7], etc. Among them, because of the simplicity
and effectiveness, the MADM and the aggregation operator-based threat assess-
ment are recently becoming the primary choice. For instance, Qu and He [2] pro-
posed a method of threat assessment based on MADM, which is usually applied
to tactical command and control systems, such as surface-to-air and air-to-air
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 16–24, 2015.
DOI: 10.1007/978-3-319-20472-7 2
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defense systems. Wang et al. [11] introduced a MADM method with unknown
attribute weights and the subjective bias towards projects of the decision-maker.
Zhang et al. [21] proposed an order weighted aggregation operator-based evalua-
tion model with subjective preference information of decision-making. With the
development of aggregation operators, the assessment models based on the suit-
able aggregation operators play important roles in various threat assessments.

The aggregation operator is an interesting research topic and many important
results are received [3,12–14,16,17]. Yager [14] proposed the ordered weighted
averaging (OWA) operator, as a parameterized class of mean type aggregation
operators. Yager [16,17] introduced prioritized aggregation (PA) operator and
ordered weighted averaging (OWA) operator. Xu [12] developed some aggre-
gation operators, including IFWA, IFHWA and IFOWA, and discussed various
properties of these operators. Yu and Xu [13] proposed a prioritized intuitionistic
fuzzy averaging operator and applied it in multi-attribute decision making.

In the aerial environment, the information of targets is usually imprecise,
uncertain and incomplete. It is quite difficult to describe the targets with crisp
numbers and even the intuitionistic fuzzy numbers (IFNs) by the experts. Hence,
this paper proposes an interval-valued intuitionistic fuzzy prioritized ordered
weighted averaging (IVIF-POWA) operator-based threat assessment model.

In summary, this paper proposes an IVIF-POWA operator. It expresses the
information of threat assessment with a more suitable interval-valued intuition-
istic fuzzy (IVIF) sets. In addition, the IVIF-POWA operator considers both
the prioritization relationship and ordered position of attribute simultaneously,
which is different from the conventional IVIFN-based operators. Then, a threat
assessment model of aerial targets based on interval-valued intuitionistic fuzzy
operator is constructed. The superiority of the proposed method is validated by
comparing with some popular methods in a numerical example.

2 Preliminary

In this section, some preliminary concepts constituting the basis of this work are
briefly introduced as follows.

Definition 1. [1] Let X = {x1, x2, · · ·, xn} be a universe of discourse, then an
interval-valued intuitionistic fuzzy set a in X is given

a = (μa (x) , υa (x)), x ∈ X (1)

where μa (x) ⊆ [0, 1],υa (x) ⊆ [0, 1] and 0 ≤ (supμa (x) + sup υa (x)) ≤ 1.

The pair (μa (x) , υa (x)) is defined as an interval-valued intuitionistic fuzzy
number (IVIFN). For convenience, an IVIFN is denoted as ([μ−

a , μ+
a ] , [υ−

a , υ+
a ])

where [μ−
a , μ+

a ] ⊆ [0, 1], [υ−
a , υ+

a ] ⊆ [0, 1] and 0 ≤ μ+
a + υ+

a ≤ 1.
Let A and B be any two IVIFNs. The basic operations are defined in [20],

including A ∩ B, A ∪ B, A ⊕ B,A ⊗ B, λA and Aλ.
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Definition 2. [19] Let A = ([μ−
a , μ+

a ] , [υ−
a , υ+

a ]) be an IVIFN. The score func-
tion s is defined as

s(A) =
1
4
(2 + μ−

a − υ−
a + μ+

a − υ+
a ). (2)

Definition 3. [14] An ordered weighted averaging (OWA) operator of dimension
n is a mapping OWA: Rn → R, which has an associated weight vector w =
(w1, w2, ..., wn)T , with wj ∈ [0, 1] and

∑n
j=1 wj = 1. The OWA is defined as

OWA (a1, a2, ..., an) =
n∑

j=1

wjbj , (3)

where bj is the jth largest of ai(i = 1, 2, ..., n).

We assume a collection of attributes A = {a1, a2, ..., an} that are prioritized,
such that ai > aj if i < j(i, j = 1, 2, .., n). And we assume for a given alternative
x, ai(x) ∈ [0, 1] is the degree of satisfaction to the ith attribute by alternative x.

Definition 4. [16] A prioritized ordered averaging (POWA) operator of dimen-
sion n is a mapping POWA: Rn → R. For any alternative x, there is

POWA (a1, a2, ..., an) =
n∑

i=1

wiaδ(i)(x), (4)

where δ(i) is the index of the ith satisfied attribute. The weight vector w =
(w1, w2, ..., wn)T is an associated weight vector based on a basic unit monotonic
(BUM) function [15].

3 The Proposed IVIF-POWA Operator

In threat assessment, it is quite difficult to describe the aerial circumstance with
crisp numbers by the experts. And the information usually changes with time.
Therefore, we develop an interval-valued intuitionistic fuzzy prioritized ordered
weighted averaging (IVIF-POWA) operator by extending the POWA [16].

Definition 5. Let ai = ([μ−
ai

, μ+
ai

], [υ−
ai

, υ+
ai

]) (i = 1, 2, ..., n) be a collection of
IVIFNs. A interval-valued intuitionistic fuzzy prioritized ordered weighted aggre-
gation (IVIF-POWA) operator of dimension n is a mapping F̃(p,w): Rn → R.
For any alternative x, there is

F̃(p,w)(a1, a2, ..., an)

=
n∑

i=1

wiaδ(i)

=
([

1 −
n∏

i=1

(
1 − μ−

aδ(i)

)wi

, 1−
n∏

i=1

(
1 − μ+

aδ(i)

)wi
]

,
[

n∏
i=1

(
υ−

aδ(i)

)wi

,
n∏

i=1

(
υ+

aδ(i)

)wi
])

.

(5)
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where δ(i) is the index of the ith most satisfied attribute. The weight vector
w = (w1, w2, ..., wn)T is an associated weight vector based on a BUM function,
with wi ∈ [0, 1] and

∑n
i=1 wi = 1.

Theorem 1 (Idempotency). Let ai = ([μ−
ai

, μ+
ai

], [υ−
ai

, υ+
ai

])(i = 1, 2, ..., n) be
a collection of the IVIFNs. Then every IVIFN is equal, i.e., ai = a, for all i.
Then there is

F̃(p,w)(a1, a2, ..., an) = a. (6)

Proof (of Theorem 1). By Definition 5, we have

F̃(p,w)(a1, a2, ..., an) =
n∑

i=1

wiaδ(i) =
n∑

i=1

wia = a.

Theorem 2 (Monotonicity). Let ai = ([μ−
ai

, μ+
ai

], [υ−
ai

, υ+
ai

]) and a′
i = ([μ−

a′
i
,

μ+
a′

i
], [υ−

a′
i
, υ+

a′
i
]) (i = 1, 2, ..., n) be two collections of the IVIFNs. If μ−

ai
≤ μ−

a′
i
,

μ+
ai

≤ μ+
a′

i
, υ−

ai
≥ υ−

a′
i

and υ+
ai

≥ υ+
a′

i
, for all i, then

F̃(p,w)(a1, a2, ..., an) ≤ F̃(p,w)(a′
1, a

′
2, ..., a

′
n). (7)

Proof (of Theorem 2). Because μ−
ai

≤ μ−
a′

i
, for all i, we know that

1 −
n∏

i=1

(
1 − μ−

aδ(i)

)wi ≤ 1 −
n∏

i=1

(
1 − μ−

a′
δ(i)

)wi

.

In a similar way, we also have

1 −
n∏

i=1

(
1 − μ+

aδ(i)

)wi ≤ 1 −
n∏

i=1

(
1 − μ+

a′
δ(i)

)wi

,
n∏

i=1

(
υ−

aδ(i)

)wi ≥
n∏

i=1

(
υ−

a′
δ(i)

)wi

and
n∏

i=1

(
υ+

aδ(i)

)wi ≥
n∏

i=1

(
υ+

a′
δ(i)

)wi

.

It follows that F̃(p,w)(a1, a2, ..., an) ≤ F̃(p,w)(a′
1, a

′
2, ..., a

′
n).

Theorem 3 (Boundary). Let ai = ([μ−
ai

, μ+
ai

], [υ−
ai

, υ+
ai

])(i = 1, 2, ..., n) be a
collection of the IVIFNs. Then

a∗ ≤ F̃(p,w) (a1, a2, ..., an) ≤ a∗, (8)

where a∗ = ([min(μ−
ai

),min(μ+
ai

)], [max(υ−
ai

),max(υ+
ai

)]),a∗ = ([max(μ−
ai

),
max(μ+

ai
)], [min(υ−

ai
),min(υ+

ai
)]).

Proof (of Theorem 3). According Theorem 2, we have
F̃(p,w) (a∗, ..., a∗)︸ ︷︷ ︸

n

≤ F̃(p,w)(a1, a2, ..., an) ≤ F̃(p,w) (a∗, ..., a∗)︸ ︷︷ ︸
n

.

By Theorem 1, we get F̃(p,w) (a∗, ..., a∗)︸ ︷︷ ︸
n

= a∗, F̃(p,w) (a∗, ..., a∗)︸ ︷︷ ︸
n

= a∗.

Thus, a∗ ≤ F̃(p,w) (a1, a2, ..., an) ≤ a∗.
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4 The Threat Assessment Model

In this section, we propose an IVIF-POWA operator-based threat assessment
model in complicated aerial environment, as follows.

Step 1: Let A = {a1, a2, ..., an} be a collection of selected attributes, which
have priorities such that ai > aj if i < j(i, j = 1, 2, .., n). This is a linear ordering
with a1 having the highest priority. We assume that X = {x1, x2, ..., xm} is a
collection of alternatives.

Step 2: Acquire the score functions sai
of ai(xk)(i = 1, 2, ..., n) using (2).

Step 3: Compute the degree of satisfaction of ai(i = 1, 2, ..., n).

Si = ai, (i = 1, 2, ..., n) (9)

Step 4: Calculate the importance weights Ti.
{

T1 = 1
Ti =

∏i−1
k=1 Sk, (i = 2, 3, ..., n)

(10)

Step 5: Compute the normalized priorities based on important weights.

ri =
Ti∑n
i=1 Ti

. (11)

Step 6: According to the score functions sai
, order the attribute satisfactions

and obtain δ(i) of ai(xk).
Step 7: Give the BUM function for the assessment and obtain the weights

wi of the IVIF-POWA operator. The BUM function is

g(z) = z2, (12)

and the weights are
wi = g(Ri) − g(Ri−1). (13)

where R0 = 0, Ri =
∑i

k=1 rδ(i), i = 1, 2, ..., n.
Step 8: According to the results and (5), obtain the aggregated values.
Step 9: Calculate the score of Za(xk) using (2), and rank the results.

5 Practical Example

In this section, a numerical example is given to validate the efficiency of pro-
posed method. Six attributes are considered in threat assessment, which are
representative and typical.

5.1 The IVIF-POWA Operator-Based Threat Assessment Model

In this example, there are six different aerial targets X ={x1, x2,x3, x4, x5, x6}
that are planned to be evaluation. Furthermore, there are six attributes of each
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Table 1. The interval-valued fuzzy number of aerial targets

u1 u2 u3 u4 u5 u6

x1 ([0.90,0.95], ([0.1,0.15], ([0.928,1], ([1,1], ([0.734,0.746], ([0.98,1],

[0,0.05]) [0.78,0.83]) [0,0]) [0,0]) [0.21,0.25]) [0,0])

x2 ([0.50,0.55], ([0.30,0.35], ([0.563,0.662], ([0.922,0.946], ([0.676,0.702], ([0.543,0.588],

[0.38,0.43]) [0.58,0.63]) [0.197,0.261]) [0.03,0.039]) [0.199,0.253]) [0.314,0.336])

x3 ([0.70,0.75], ([0.90,0.95], ([0.245,0.296], ([0.754,0.789], ([0.333,0.343], ([0.677,0.712],

[0.18,0.23]) [0,0.05]) [0.470,0.585]) [0.162,0.196]) [0.482,0.519]) [0.245,0.251])

x4 ([0.50,0.55], ([0.30,0.35], ([0.035,0.04], ([0.882,0.933], ([0.553,0.612], ([0.962,0.969],

[0.38,0.43]) [0.58,0.63]) [0.692,0.783]) [0.03,0.06]) [0.267,0.312]) [0,0.02])

x5 ([0.30,0.35], ([0.50,0.55], ([0.721,0.847], ([0.963,0.970], ([0.131,0.208], ([0.961,1],

[0.58,0.63]) [0.38,0.43]) [0.104,0.142]) [0,0.02]) [0.491,0.526]) [0,0])

x6 ([0.10,0.15], ([0.70,0.75], ([0.288,0.292], ([0.812,0.843], ([0.299,0.325], ([0.676,0.685],

[0.78,0.83]) [0.18,23]) [0.472,0.586]) [0.122,0.131]) [0.487,0.558]) [0.225,0.249])

Table 2. The score functions sai

sa1 sa2 sa3 sa4 sa5 sa6

x1 0.995 0.950 0.984 0.755 0.982 0.160

x2 0.620 0.560 0.950 0.732 0.692 0.360

x3 0.723 0.760 0.796 0.419 0.372 0.950

x4 0.978 0.560 0.931 0.647 0.150 0.360

x5 0.990 0.360 0.978 0.331 0.831 0.560

x6 0.722 0.160 0.851 0.395 0.381 0.760

Table 3. The importance weights Ti(xk)

T1 T2 T3 T4 T5 T6

x1 1 0.995 0.945 0.930 0.702 0.689

x2 1 0.620 0.347 0.330 0.241 0.167

x3 1 0.723 0.550 0.438 0.183 0.068

x4 1 0.978 0.548 0.510 0.330 0.049

x5 1 0.990 0.357 0.349 0.115 0.096

x6 1 0.722 0.116 0.098 0.039 0.015
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target in this threat assessment U = {u1, u2, u3, u4, u5, u6}, including Target
type, Interference ability, Flight time, Flight velocity, Short-cut route and Flight
height in Table 1. The prioritization relationship of these attributes is given by
experts, u6 > u1 > u4 > u5 > u3 > u2.

The threat assessment based on IVIF-POWA operator is given as follows.
Step 1: Let A = {a1, a2, a3, a4, a5, a6} be a collection of attributes, and

a1 > a2 > a3 > a4 > a5 > a6. According to the analysis above, we can get a1 =
u6, a2 = u1, a3 = u4, a4 = u5, a5 = u3 and a6 = u2.

Step 2: Compute the score functions sai
of ai(xk) using (2) in Table 2.

Step 3: According to (9), we get the degree of satisfaction.
S0 = 1, S1 = a1(xk), S2 = a2(xk), S3 = a3(xk), S4 = a4(xk), S5 = a5(xk),

S6 = a6(xk), where k = 1, 2, ..., 6.
Step 4: Then, the importance weights Ti(xk)(i = 1, 2, ..., 6; k = 1, 2, ..., 6)

are calculated using (10). The calculated results are shown in Table 3.
Step 5: Calculate the normalized priority ri using (11).
Step 6: Order the attribute satisfactions and obtain δ(i) of ai(xk).
Step 7: Calculate the weights wi of the IVIF-POWA operator using (12)

and (13). The computed results are demonstrated in Table 4.
Step 8: According to the results and (5), we obtain
Z (x1) = ([0.815, 1], [0, 0]), Z (x2) = ([0.526, 0.576], [0.384, 0.374]),
Z (x3) = ([0.580, 0.619], [0, 0.326]), Z (x4) = ([0.623, 0.677], [0, 0.280]),
Z (x5) = ([0.628, 1], [0, 0]) and Z (x6) = ([0.367, 0.396], [0.501, 0.544]).
Step 9: Calculate the scores of Za(xk) using (2), and rank the results.
sZa

(x1) = 0.954, sZa
(x2) = 0.599, sZa

(x3) = 0.718, sZa
(x4) = 0.755,

sZa
(x5) = 0.907, sZa

(x6) = 0.430.
Finally, the ranking is x1 > x5 > x4 > x3 > x2 > x6.

Table 4. The weight wi

w1 w2 w3 w4 w5 w6

x1 0.036 0.101 0.117 0.226 0.276 0.245

x2 0.017 0.046 0.053 0.388 0.378 0.120

x3 0.001 0.043 0.162 0.420 0.255 0.120

x4 0.086 0.120 0.158 0.427 0.026 0.184

x5 0.118 0.099 0.039 0.034 0.484 0.226

x6 0.003 0.001 0.319 0.059 0.025 0.594

5.2 Some Comparative Models

Two comparative models are selected to prove effectiveness the proposed model.
Comparative model 1: Chen [3] proposed a method for decision making

based on the IVIF prioritized aggregation operator. And the results calculated
by this method are shown as follows,
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IV IFPA1 = ([1, 1], [0, 0]),IV IFPA2 = ([0.820, 0.879], [0.045, 0.070]),
IV IFPA3 = ([0.914, 0.944], [0.020, 0.033]),IV IFPA4 = ([0.991, 0.995], [0, 0.002])
IV IFPA5 = ([0.983, 1], [0, 0]),IV IFPA6 = ([0.724, 0.756], [0.132, 0.174]).

Then, we can get the score function of IV IFPAi using (2),
E1 = 1, E2 = 0.896, E3 = 0.951, E4 = 0.996, E5 = 0.996, E6 = 0.7694.
Finally, the ranking is x1 > x4 = x5 > x3 > x2 > x6.
Comparative model 2: Sivaraman et al. [9] proposed a method for com-

plete ranking of incomplete interval information. The attribute weight vector is
{0.2, 0.2, 0.13, 0.13, 0.16, 0.18}T , and the results calculated by this method are
shown as follows,

L(x1) = 0.943, L(x2) = 0.557, L(x3) = 0.700, L(x4) = 0.698,
L(x5) = 0.878, L(x6) = 0.412.
Finally, the ranking is x1 > x5 > x3 > x4 > x2 > x6.

5.3 Performance Analysis

According to the rankings of three different models, it can be observed that
the proposed model can adequately handle the vague assessment result by the
IVIFNs and prioritized relationship. Comparative model 1 is also based on pri-
oritized relationship, but it ignores the position of the given attributes. Hence,
Comparative model 1 cannot distinguish the 4th target and the 5th target, such
that x4 = x5. As for Comparative model 2, it is mainly based on the novel
accuracy function and the given weights. And it may have the different ranking
results according to the different given weights. In short, from the ranking results
above, the proposed method can more efficiently handle the vague assessment
and obtain consistent result with majority of the moderators.

6 Conclusion

In this paper, an IVIF-POWA operator is proposed, which considers both the pri-
oritization relationship and ordered position of attribute simultaneously. Then,
we address the threat assessment problem based on the proposed operator and
multiple attributes. Furthermore, the relationship of attributes is considered in
the threat assessment model, including priority and orders of them. Through
experimental analysis, the obtained result of threat assessment by our proposed
model is more reasonable for the defense system.
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Abstract. This paper focuses on generating the optimal solutions of the
production and distribution for agricultural products under fuzzy envi-
ronment, where the crop’s yield is characterized by type-2 fuzzy variable
with known type-2 possibility distributions. In order to formulate the
problem within the framework of the credibility optimization, we employ
the possibility value-at-risk (VaR) reduction method to the type-2 fuzzy
yield, and then reformulate the multi-fold fuzzy production and distri-
bution problem as the chance constrained programming model. On the
basis of the critical value formula for possibility value-at-risk reduced
fuzzy variable, original fuzzy production and distribution model is con-
verted into its equivalent parametric mixed integer programming form,
which can be solved by general-purpose software. Numerical experiment
is implemented to highlight the application of the fuzzy production and
distribution model as well as the effectiveness of the solution method.

Keywords: Agricultural products · Production and distribution ·
Type-2 fuzzy variable · Reduction method · Chance constrained pro-
gramming

1 Introduction

As an overall research field comprising of cultivation, harvest, storage, process-
ing and distribution, the production and distribution plan of agricultural prod-
ucts plays an important role in the architecture of advanced planning systems.
Because of several reasons, such as the national focus on recent cases of agricul-
tural produce contamination, the changing attitudes of a more health conscious
and the preference of the better informed consumers [1], the production and
distribution problem has attracted many researchers’ attention lately [2,13].On
the other hand, due to the complex environment during the the whole process,
some critical parameters in the production and distribution problem are always
treated as uncertain variables to meet the practice-oriented situations. Thus,
c© Springer International Publishing Switzerland 2015
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some authors have modified traditional deterministic models to account for the
uncertainty in most farm activities by modeling the unknown parameters as ran-
dom variables with known probability distribution or fuzzy variables with known
possibility distributions. For instance, Ahumada and Villalobos [3] selected a
two-stage stochastic program with risk level to build a tactical planning model
for the production and distribution. Under the market demand’s uncertainty,
Cai et al. [8] determined the optimal decisions for a fresh product supply chain
which is composed of a producer, a third-party logistics provider and the distrib-
utor. Yu and Nagurney [16] developed a network-based food supply chain model
under oligopolistic competition and perishability with a focus on fresh produce
and investigated a case study focused on the cantaloupe market.

In a fuzzy decision system, fuzziness usually is characterized by fuzzy sets. In
general, fuzzy set requires crisp membership function which cannot be obtained
in practical problems. To overcome this difficulty, the type-2 fuzzy set as an
extension of an ordinary fuzzy set was introduced by Zadeh [17] in 1975. After
that, there are a lot of researchers to study, extend and apply type-2 fuzzy sets
[4,10–12,14]. Among them, Liu and Liu [11] adopted a variable-based approach
to depict type-2 fuzzy phenomenon and presented the fuzzy possibility theory
which is a generalization of the usual possibility theory. Bai and Liu [4] proposed
the possibility value-at-risk (VaR) reduction method which was employed to the
supply chain network design problem [5]. To the best of our knowledge, there
is little research for modeling production and distribution problem of agricul-
tural products from type-2 fuzziness standpoint. In the current development, we
will formulate a new fuzzy production and distribution model for agricultural
products, in which the crops’ yields are characterized by type-2 fuzzy variables.
More precisely, the fuzzy yield can be represented by parametric possibility dis-
tributions, which are obtained by using the possibility VaR reduction method.
In order to solve the proposed model, we employ the critical value formula of the
reduced fuzzy variables and turn the original model with credibility constraints
into its equivalent parametric mixed integer programming which can be solved
by general-purpose software. One numerical experiment is performed for the sake
of illustration.

The rest of this paper is organized as follows. In Section 2, we presents a
detailed description for the production and distribution problem. In Section 3,
we reformulate the production and distribution problem with type-2 fuzzy vari-
ables as a chance constrained programming, discuss the equivalent parametric
representation of credibility constraints and solve the mixed integer linear pro-
gramming by optimization software. In Section 4, one numerical example is given
to highlight the application as well as the effectiveness of the solution method.
Section 5 summarizes the main conclusions in our paper.

2 Statements of Production and Distribution Problem

In this section, we will construct a new type of fuzzy programming model for the
production and distribution plan of agricultural products. In order to describe
conveniently the problem, we display the required parameters in Table 1.
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Table 1. List of notations

Notations Definitions

i index of crops, i = 1, 2, . . . , n;
M the maximum possible acres of land
fi the nonnegative planting cost for different crop i
si the unit selling price for crop i
pi the unit purchase price for crop i
di the demand for crop i
qi the yield for every crop i
xi acres of land devoted to crop i
yi the amount purchased from market for crop i
zi the amount sold for crop i

In the following, we discuss the establishment of the objective function and
constraints.

Objective Function:
The costs is given by the combination of external conditions, which are out of
the producer’s control, such as expected market prices, and those determined by
the producer himself, such as what and how much to plant in a given season.
The aim of the model is to minimize the total costs of a producer. That is to
say, the objective function is

min
n∑

i=1

fixi +
n∑

i=1

piyi −
n∑

i=1

sizi.

Constraints:
Firstly, the constraint represents the main resources limiting the operations.
Usually this resource is the result of strategic decisions, such as land available.
The subsequent constraint makes sure that the resource used by a solution does
not exceed the total availability of land, i.e.,

n∑

i=1

xi ≤ M.

Secondly, when the values taken by the random fuzzy variables are available,
the customers’ demands can be satisfied by corrective or recourse actions. This
can be expressed as the following inequality,

qixi + yi − zi ≥ di, i = 1, 2, . . . , n.

Based on the notations and discussion, the production and distribution model
for agricultural product can be established as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

min
n∑

i=1

fixi +
n∑

i=1

piyi −
n∑

i=1

sizi

s.t.
n∑

i=1

xi ≤ M

qixi + yi − zi ≥ di, i = 1, 2, . . . , n
xi, yi, zi ≥ 0, i = 1, 2, . . . , n.

(1)
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The above mathematical model (1) is formulated with certain parameters
taking fixed values, which can be effectively solved by standard software. How-
ever, in real world, it is difficult to figure out the crisp values of some parameters
due to the complexity of the decision environment. In this case, the associated
parameters can be endowed with uncertain characteristics, such as randomness
or fuzziness. As for stochastic method, it is often required that the historical
data are sufficiently large in order to estimate the probability distributions. If
the sample size is too small owing to the incompleteness of a prior informa-
tion, one may resort to the fuzzy theory. In this paper, we concern particularly
on the formulation and solution for the production and distribution problem of
agricultural products when several parameters are characterized by type-2 fuzzy
variables.

3 Reformulation of Production and Distribution Problem
with Type-2 Fuzzy Variables

In the production and distribution problem, because of the complexity of the
decision environment and the incompleteness of a prior information, it is not
easy to predict precisely each crop’s yield. So we assume that the crop’s yield
is type-2 fuzzy variable pre-specified by professional judgments, denoted by q̃i.
Then we have the subsequent formulation:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

min
n∑

i=1

fixi +
n∑

i=1

piyi −
n∑

i=1

sizi

s.t.
n∑

i=1

xi ≤ M

q̃ixi + yi − zi ≥ di, i = 1, 2, . . . , n
xi, yi, zi ≥ 0, i = 1, 2, . . . , n.

(2)

Apparently, the second constraint of model (2) include a type-2 fuzzy vari-
able, so it is impossible to judge whether a decision vector is feasible or not.
Therefore, the form (2) is not well-defined mathematically. To build a meaning-
ful model, we can employ the possibility VaR reduction method to simplify the
type-2 fuzzy variables q̃i so as to generate its reduced fuzzy variable qi, and then
reformulate the model on the basis on credibility measure.

In literature, the fuzzy optimization have been applied to a variety of decision-
making problems up to now (see Bai and Liu [6], Kundu et al. [9], Yang et al
[15]). Through minimizing the total cost subject to credibility constraint, we
finally reformulate the production and distribution problem into the following
chance-constrained programming:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

min
n∑

i=1

fixi +
n∑

i=1

piyi −
n∑

i=1

sizi

s.t.
n∑

i=1

xi ≤ M

Cr{qixi + yi − zi ≥ di} ≥ βi, i = 1, 2, . . . , n
xi, yi, zi ≥ 0, i = 1, 2, . . . , n,

(3)
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where βi is predetermined credibility confidence level. The chance constraint
aims to require that the credibility measure of demand constraint should not be
less than the confidence level given in advance.

For solution convenience, we here give an equivalent form to further sim-
plify the proposed chance constrained model. Assume q̃1, q̃2, . . . , q̃n−1 and q̃n

are mutually independent type-2 triangular fuzzy variables such that their ele-
ments are defined by q̃i = (r1,i, r2,i, r3,i; θl,i, θr,i). Obviously, q̃1, q̃2, . . . , q̃n−1 and
q̃n are mutually independent fuzzy variables. Thus, the credibility constraint
Cr{qixi + yi − zi ≥ di} ≥ βi has the following equivalent expression:

di − yi + zi ≤ (qixi)sup(βi) = xiqi,sup(βi).

Based on Theorems 1 and 2 [6], if we denote θ = (θl,i, θr,i), then the critical
values of the upper reduced fuzzy variable qU

i have the following parametric
possibility distributions

qU
i,sup(βi; θ, α) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

r3,i − 2βi(r3,i−r2,i)
1+θr,i−αiθr,i

, if βi ∈ [0,
1+θr,i−αiθr,i

4 ]

r2,i + (1−2βi)(r3,i−r2,i)
1−θr,i+αiθr,i

, if βi ∈ [ 1+θr,i−αiθr,i

4 , 1
2 ]

r2,i − (2βi−1)(r2,i−r1,i)
1−θr,i+αiθr,i

, if βi ∈ [ 12 ,
3−θr,i+αiθr,i

4 ]

r1,i + 2(1−βi)(r2,i−r1,i)
1+θr,i−αiθr,i

, if βi ∈ [ 3−θr,i+αiθr,i

4 , 1],

(4)

while the critical values of the lower reduced fuzzy variable qL
i have the following

parametric possibility distributions

qL
i,sup(βi; θ, α) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

r3,i − 2βi(r3,i−r2,i)
1−θl,i+αiθl,i

, if βi ∈ [0,
1−θl,i+αiθl,i

4 ]

r2,i + (1−2βi)(r3,i−r2,i)
1+θl,i−αiθl,i

, if βi ∈ [ 1−θl,i+αiθl,i

4 , 1
2 ]

r2,i − (2βi−1)(r2,i−r1,i)
1+θl,i−αiθl,i

, if βi ∈ [ 12 ,
3+θl,i−αiθl,i

4 ]

r1,i + 2(1−βi)(r2,i−r1,i)
1−θl,i+αiθl,i

, if βi ∈ [ 3+θl,i−αiθl,i

4 , 1].

(5)

Through the above discussion, the chance constrained programming (3) can
be turned into the following equivalent parametric programming

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

min
n∑

i=1

fixi +
n∑

i=1

piyi −
n∑

i=1

sizi

s.t.
n∑

i=1

xi ≤ M

qi,sup(βi)xi + yi − zi ≥ di, i = 1, 2, . . . , n
xi, yi, zi ≥ 0, i = 1, 2, . . . , n,

(6)

where qi,sup(βi) is determined by Eqs. (4) or (5). Model (6) is a parametric linear
programming, which can be solved by optimization software, such as Lingo.

4 Numerical Example

In this section, we propose an example to demonstrate the idea. The example is
described as follows, which was considered in [7] with the assumption that the
crops’ yields were assumed to be random variables.
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Consider a farmer who specializes in raising grain, corn, and sugar beets on
his 500 acres of land. During the winter, he wants to decide how much land to
devote to each crop.

The farmer knows that at least 200 tons (T) of wheat and 240 T of corn
are needed for cattle feed. These amounts can be raised on the farm or bought
from a wholesaler. The corresponding planting cost are $150, $230 and $260
per ton of wheat, corn and sugar beet, respectively. Any production in excess
of the feeding requirement would be sold. Selling prices are $170 and $150 per
ton of wheat and corn. The purchase prices are 40% more than this due to
the wholesaler’s margin and transportation costs, i.e., $238 and $210 per ton
of wheat and corn. Another profitable crop is sugar beet which sells at $36/T;
however, the European Commission imposes a quota on sugar beet production.
Any amount in excess of the quota can be sold only at $10/T. The farmer’s
quota for next year is 6000T.

In this paper, we generalize the problem by assuming the yields are char-
acterized by type-2 triangular fuzzy variables. Assume that the yields of three
crops q̃1, q̃2 and q̃3 are the type-2 triangular fuzzy variables defined as

q̃1 ∼ (1.5, 2.5, 2.75; θl,1, θr,1), q̃2 ∼ (2.4, 3, 3.9; θl,2, θr,2), q̃3 ∼ (16, 20, 28; θl,3, θr,3).

Let x1, x2 and x3 be the acres of land devoted to wheat, corn and sugar
beets, y1 and z1 be tons of wheat purchased and sold, y2 and z2 be tons of corn
purchased and sold, and z31 and z32 be tons of sugar beets sold at the favorable
price and lower price, respectively. As a result, we can set up the model as
follows: ⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min 150x1 + 230x2 + 260x3 + 238y1 − 170z1

+210y2 − 150z2 − 36z31 − 10z32

s.t. x1 + x2 + x3 ≤ 500
q1,sup(β1)x1 + y1 − z1 ≥ 200
q2,sup(β2)x2 + y2 − z2 ≥ 240
q3,sup(β3)x3 − z31 − z32 ≥ 0
z31 ≤ 6000
x1, x2, x3, y1, z1, y2, z2, z31, z32 ≥ 0.

(7)

For simplicity, we set the parameters θl,1 = θl,2 = θl,3 = θl, θr,1 = θr,2 =
θr,3 = θr and αi = α, βi = β for each i in model (7). Given α = β = θl = θr =
0.95, when making use of the upper possibility VaR reduction method, we have
the following optimal solution

x1 = 36.07, x2 = 97.67, x3 = 366.26;
y1 = 142.44, z1 = 0; y2 = 0, z2 = 0; z31 = 6000, z32 = 0,

(8)

with objective value −58996.50. It is easy to understand the optimal solution.
The farmer allocate enough land to sugar beets to reach the quota of 6000 T.
Then he devotes enough land to corn to satisfy the minimum requirement. The
rest of the land is distributed to wheat production and some wheat need be
purchased to meet the basic requirement. In fact, the optimal solution follows
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Table 2. Profit for each crop in the computational result (8)

Wheat Corn Sugar Beets

Yield (T/acre) 1.5955 2.4573 16.3819
Planting cost ($/acre) 150 230 260
Selling price ($/T) 170 150 36 under 6000T

10 above 6000T
Purchase price ($/T) 238 210
Minimum requirement 200 240
Profit ($/acre) 121.235 138.595 329.748 under 6000T

−96.181 above 6000T

a simple heuristic rule: to devote land in order of decreasing profit per acre as
shown in Table 2.

In order to identify parameters’ influence on solution quality, we compute
the optimal values by adjusting the values of parameters α, β and (θl, θr), and
report the computational results in Table 3, where “Reduc.” implies the type-2
fuzzy variable’s reduction mode.

Table 3. Computational results with various values of parameters

Optimal solution
(θl, θr) α β Reduc. Valueopt x1 x2 x3 y1 z1 y2 z2 z31 z32

(1, 1) 0.1 0.9 upper −59618.96 37.18 97.43 365.38 140.31 0 0 0 6000 0
(1, 1) 0.1 0.9 lower −92462.29 85.06 87.35 327.59 23.17 0 0 0 6000 0
(0.8, 0.2) 0.9 0.9 upper −65502.19 47.19 95.33 357.48 119.95 0 0 0 6000 0
(0.8, 0.2) 0.9 0.6 upper −106449.4 103.83 83.40 312.77 0 38.39 0 0 6000 0
(0.3, 0.7) 0.9 0.8 lower −80336.65 69.39 90.66 339.95 67.29 0 0 0 6000 0
(0.3, 0.7) 0.1 0.7 lower −100036.1 94.45 85.38 320.17 0 6.38 0 0 6000 0
(0.1, 0.1) 0.7 0.8 upper −92728.35 85.38 87.29 327.33 22.19 0 0 0 6000 0
(0.1, 0.1) 0.9 0.6 lower −66286.92 48.47 95.06 356.47 117.21 0 0 0 6000 0

It follows from Table 3 that there are many differences among these solutions.
Obviously, the optimal values and the corresponding optimal solutions depend
on the values of parameters.

5 Conclusions

In this paper, the proposed fuzzy chance constrained programming is applied to
find most optimal schedule in which the crop’s yield is expressed as fuzzy variable
with parametric possibility distribution generated by VaR reduction method.
After that we discuss the equivalent representation of credibility constraints and
obtain a parametric programming associated with original model. Finally, one
numerical example to demonstrate the effectiveness of the proposed model.
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Abstract. Water quality level evaluation problem is an important content in 
water resource quality research. Based on fuzzy set FSCOM theory with three 
kinds of negation, water quality level fuzzy comprehensive evaluation is studied. 
Taking Beijing Beiyunhe Jiuxian bridge section water quality fuzzy compre-
hensive evaluation as example, according to the given instance and the Surface 
Water Environmental Quality Standard, analyses three kinds of different nega-
tive sets and their relationships and determines all membership functions in water 
quality evaluation. Finally gives the water quality evaluation and puts forward 
general steps and method of fuzzy set FSCOM comprehensive evaluation appli-
cation in practical problems. The paper shows that it’s effective to use fuzzy set 
FSCOM theory to solve practical comprehensive evaluation problems. 

Keywords: Water resource · Water environmental quality standard · Three kinds 
of negative relations · FScom theory comprehensive evaluation 

1 Introduction 

With the development of social economy and the improvement of people's living stan-
dard, water resource pollution problem has attracted more and more attention. To make 
rational use of different grades of water resource and to have a better control of water 
pollution, water resource quality level fuzzy comprehensive evaluation method must be 
established. There are some frequent used water resource quality evaluation methods, 
such as single factor method, analytic hierarchy process method, matter element analy-
sis method, comprehensive index method, grey system method, fuzzy mathematical 
method, etc. [1]. But all these methods mentioned above have some limitations. The 
shortcoming of single factor method is that water quality are judged as bad, no matter 
how many factors beyond limits, obviously, the poor degree of water quality is different. 
The single factor method evaluation result is unsatisfactory, it can not be served as a 
better choice to deal with water quality problem on the basis of paper [2] and [3]. The 
comprehensive index method relies heavily on weight. Although the traditional fuzzy 
mathematical method has considered the uncertain nature of water environment system 
and the connections and ambiguity between water environment pollution degree and 
water quality level classification, it does not take the internal contact of five kinds of 
water resource quality into consideration. Traditional fuzzy comprehensive evaluation 
method takes the five degree of water quality as independent parts, it doesn’t distinguish 
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and analyze the relations and properties among different water quality levels. All the 
existing method don’t have a thorough analysis and estimate of the internal relations 
among different water quality levels. 

In 2011, Pan Zhenghua defined fuzzy set FSCOM, which is a new fuzzy set with 
contradictory negation, opposite negation and medium negation [4], fuzzy set FSCOM 
theory clearly describes the different negative relations in fuzzy information. Based on 
fuzzy set FSCOM theory, the paper analyzes and determines fuzzy set “water quality is 
better” is the opposite negation of fuzzy set “water quality is worse”; fuzzy set “water 
quality is good”, fuzzy set “water quality is medium” and fuzzy set “water quality is 
bad” are medium negation of fuzzy set “water quality is better” and fuzzy set “water 
quality is worse”. Taking Beijing Beiyunhe Jiuxian bridge section water quality fuzzy 
comprehensive evaluation as example, the membership functions of different water 
quality levels and FSCOM water quality level fuzzy comprehensive evaluation are 
given. The paper shows it’s effective and useful to use fuzzy set FSCOM theory to solve 
practical comprehensive evaluation problems.  

2 Fuzzy Set FSCOM with Three Kinds of Negations  

Definition 1[5]. Let fuzzy subset A ∈ P(U), λ ∈ (0, 1). 
(1) If mapping Ψ ╕: A(U) → [0, 1] confirmed a fuzzy subset A╕ on U, A╕(x) =Ψ 

╕(A(x)). A╕ is called opposite negation set of A. 
(2) If mapping Ψ ~: A(U) → [0, 1], Ψ ~(A(x)) satisfies following five kinds conditions: 

Ψ ~(A(x)) =1−λ+
 

(A(x) −λ)  if A(x)∈(λ,1] and λ∈[½,1)                 (1) 

Ψ ~(A(x))=1−λ+ A(x)    if A(x)∈[0,1−λ) and λ∈[½,1)                   (2) 

Ψ ~(A(x))=λ+
 

A(x)     if A(x)∈[0,λ) and λ∈(0,½]                       (3) 

Ψ ~(A(x))=λ+ (A(x)+λ −1)
   

  
if A(x)∈(1−λ,1] and λ∈(0,½]               (4) 

Ψ ~(A(x)) = Max(A(x), 1− A(x))                                                 (5) 
  A~(x) = Ψ ~(A(x)). A~ is called medium negation set of A. 

(3) If mapping Ψ ¬ : A(U) → [0, 1] satisfies Ψ ¬(A(x)) = Max (A╕(x), A~(x)),  
Ψ¬ confirmed a fuzzy subset on U, written as A¬, A¬(x) = Ψ ¬(A(x)). A¬ is called con-
tradictory negation set of A. 

This fuzzy set on domain U is defined by the definition 1 and definition 2, which is 
called ‘Fuzzy Set with Contradictory negation, Opposite negation and Medium nega-
tion’, for short FSCOM. 

3 Application of Fuzzy Set FSCOM in the Evaluation  
of Water Quality Level  

According to the surface water environmental function and protection aims of waters, 
The water quality is divided into I, II, III, IV, V five levels(in Table 1) in the Surface 
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Water Environmental Quality Standard GB 3838- 2002 [6]. Main factors affecting 
water quality are: pH value, DO (dissolved oxygen), NH3-N, COD(chemical oxygen 
demand), BOD5(five-day biochemical oxygen demand), T-P(total phosphorus), T-N 
(total nitrogen ), Cu, Zn, Cd, Cr, Pb.    

3.1 Example of Water Quality Evaluation 

Based on fuzzy set FSCOM theory with contradictory negation, opposite negation and 
medium negation, how to evaluate water quality classification problem? Let’s take a 
practical problem as example to illustrate it next. 

Example. Beijing Beiyunhe Jiuxian bridge section water quality data and corres-
ponding weight value are showed in table 2 and table 3 [3]. According to the relations 
among concentration of affecting factors and water quality classification (table 1), 
determine which level does Beiyunhe Jiuxian bridge section water quality belong to. 

Table 1. Basic factor limit of surface water environmental quality standard 

Water quality index Classification standard limit 

 Ⅰ Ⅱ Ⅲ Ⅳ Ⅴ 

pH 6-9 6-9 6-9 6-9 6-9 

DO ≥7.5 ≥6 ≥5 ≥3 ≥2 

NH3-N ≤0.015 ≤0.5 ≤1.0 ≤1.5 ≤2.0 

COD ≤15 ≤15 ≤20 ≤30 ≤40 

BOD5 ≤3 ≤3 ≤4 ≤6 ≤10 

T-P ≤0.02 ≤0.1 ≤0.2 ≤0.3 ≤0.4 

Cu ≤0.01 ≤1.0 ≤1.0 ≤1.0 ≤1.0 

Zn ≤0.05 ≤1.0 ≤1.0 ≤2.0 ≤2.0 

Cd ≤0.001 ≤0.005 ≤0.005 ≤0.005 ≤0.01 

Cr ≤0.01 ≤0.05 ≤0.05 ≤0.05 ≤0.1 

Pb ≤0.01 ≤0.01 ≤0.05 ≤0.05 ≤0.1 

Table 2. Beijing Jiuxian bridge section water quality data 

Water quality index concentration（mg/kg） 

DO 4.28 

NH3-N 5.90 

COD 82.7 

BOD5 9.54 

T-P 0.42 

Cu 0.012 

Zn 0.44 

Cd 0.007 

Cr 0.319 

Pb 0.056 
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Table 3. The weight of each water quality index 

Water quality index weight 

DO 0.049 

NH3-N 0.265 

COD 0.155 

BOD5 0.083 

T-P 0.092 

Cu 0.001 

Zn 0.016 

Cd 0.006 

Cr 0.276 

Pb 0.057 

3.2 Fuzzy Sets and Water Quality Comprehensive Evaluation in the Example  

According to GB 3838-2002[6], water quality is divided into five levels (I, II, III, IV, 
V). Water quality gets worse along with the increase of number (I stands for water 
quality is better, V stands for water quality is worse). In order to have a thorough 
description and understanding of different water quality classification, the five kinds of 
water quality grades (I, II, III, IV, V ) stand for “water quality is better”, “water quality 
is good”, “water quality is medium”, “water quality is bad” and “water quality is 
worse” respectively. On the basis of FSCOM theory, “water quality is better”, “water 
quality is good”, “water quality is medium”, “water quality is bad” and “water quality is 
worse” are different fuzzy sets, and they have following relations: 

“water quality is better” is the opposite negation of fuzzy set “water quality is 
worse”; “water quality is good”, “water quality is medium” and “water quality is bad” 
are different λ-medium negation of fuzzy sets “water quality is better” and “water quality 
is worse”; “water quality is good” is the opposite negation of fuzzy set “water quality is 
bad”, “water quality is medium” is their medium negation. 

By the fuzzy comprehensive evaluation principle in [7], the five fuzzy sets can be 
expressed as follows:  

 h: stands for fuzzy set “water quality is worse” ; 
 h╕: stands for fuzzy set “water quality is better” ; 
 h1

~: stands for fuzzy set “water quality is bad” ; 
 h2

~:stands for fuzzy set “water quality is medium” ; 
 h3

~:stands for fuzzy set “water quality is good” ; 
Now we can establish factor set and evaluation set: 

(1) factor set U={DO, NH3-N, COD, BOD5, T-P, Cu, Zn, Cr, Pb, Cd}; 
(2) evaluation set T={h, h1

~, h2~, h3
~, h╕}. 

According to [8, 9], membership functions of different factors are established using 
one dimensional Euclidean distance formula.  
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Membership function of DO about “water quality is worse” is: 

                           (6) 

Membership function of NH3-N about “water quality is worse” is: 

                     (7) 

Membership function of COD about “water quality is worse” is: 

                        (8) 

Membership function of “water quality is worse” of other factors can be established 
as well. On the basis of fuzzy set FSCOM theory and λ-medium negation set, “water 
quality is better” is the opposite negation of fuzzy set “water quality is worse”, mem-
bership function of “water quality is better” is h╕(x)=1-h(x); “water quality is good” is 
the opposite negation of fuzzy set “water quality is bad”, membership function of 
“water quality is good” is h3

~(x)=1-h1
~(x). To establish other medium nega-

tive sets membership function, parameter λ must be firstly determined. Suppose that 
the parameter of fuzzy set “water quality is bad” to “water quality is worse” is λ1, the 
parameter of fuzzy set “water quality is medium” to “water quality is bad” is λ2, fuzzy 
set “water quality is good” is the opposite negation of fuzzy set “water quality is bad”, 
so the parameter of fuzzy set “water quality is good” to “water quality is worse” is 1-λ1. 
We know that concentration 6mg/kg of DO is the lower limit of fuzzy set “water quality 
is good”, while 5mg/kg of DO is the upper limit of fuzzy set “water quality is bad” from 
the surface water environmental quality standard in table 1. 

By the membership function (6) of DO, the degree of membership of lower and 
upper limits can be easily calculated:  

, . 

The membership degree of DO concentration value 6mg/kg about fuzzy set “water 
quality is bad” is h1

~(6), and membership degree of 5mg/kg about fuzzy set “water 
quality is good” is h3

~(5), moreover, they have the relation below: 

. 

when h(6)=0.333 and h(5)=0.556, let’s discuss the value of parameter λ : 
(a) if λ1>=0.5, according to the second and the first situation in definition 1, 

, , we can get λ1=0.5, 

but this means to every concentration x, , obviously unreasonable. 
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(b) if λ1<0.5, according to the third situation in definition 1, = λ1 

+0.333(1-2λ1)/λ1 , λ1=0.5 does not satisfy the hypothesis. 

Because of the situations considered above, = max(h(6),1-h(6))=0.667 

can only be calculated reasonably by the fifth possibility in definition 1, and 

, . Any concentration value , the membership de-

gree about “water quality is bad” is , and the membership degree 

about “water quality is medium” is . Obviously the membership 

degree about “water quality is medium” is 0.5 times as much as the membership degree 
about “water quality is bad”. So . 

In conclusion, all parameters of DO are: 
The parameter of fuzzy set “water quality is bad” to fuzzy set “water quality is 

worse” is ;the parameter of fuzzy set “water quality is medium” to fuzzy set 

“water quality is bad” is and the third parameter .  

Similarly, the parameters of other factors can be calculated as well, the results are 
showed in table 4: 

Table 4. Other factors affecting water quality parameter value 

Water quality index parameters 

λ1 λ2 λ3 

NH3-H 0.655 0.655 0.345 

COD 0.335 0.168 0.665 

BOD5 0.339 0.170 0.661 

T-P 0.323 0.323 0.677 

Cu 0.97 0.97 0.03 

Zn 0.49 0.49 0.51 

Cd 0.993 0.993 0.007 

Cr 0.993 0.993 0.007 

Pb 0.998 0.333 0.002 

 
According to the data in table 2, concentration of DO is 4.28 mg/kg，membership 

degree about fuzzy set “water quality is worse” is . The 

parameter of fuzzy set “water quality is bad” to “water quality is worse” is , 

the parameter of fuzzy set “water quality is medium” to fuzzy set “water quality is bad” 
is ; “water quality is good ” to “water quality is worse” is , 

consider definition 2 in this paper, we can get 

, . 
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While fuzzy set “water quality is better” is the opposite negation of fuzzy set “water 
quality is worse”, membership of concentration 4.28 mg/kg about fuzzy set “water 
quality is better” is h╕(4.28)=1-h(4.28)=0.28. For NH3-N, we can get 

h(5.90)=1,h╕(5.90)=1-h(5.90)=0, , . 

Membership degree of other factors can be determined in the same way. The 
membership matrix about water quality level of all factors are given below, after 
normalized the evaluation results based on [10], the membership matrix is  

 

 

 
According to the weight value in table 3, the weight set is 

 

Using compositional operation of membership matrix and weight set 

. 

Elements in P represent the membership degree of every water quality level of 
Jiuxian bridge under the consideration of weights: the membership of water quality 
belongs to V is 0.5143, belongs to IV is 0.1583, etc. By the principle of maximum 
degree of membership, we have the following evaluation conclusion for Beijing 
Beiyunhe Jiuxian bridge section water quality:  

Water quality of Beijing Beiyunhe Jiuxian bridge section belongs to “water quality 
is worse” (V level). Factors like COD, BOD5 and Cd concentration values exceed the 
standard, heavy metals such as Pb and Cr also exceed IV water quality limits, the 
water has been polluted by heavy metals seriously. 

Paper [3] also gave the fuzzy comprehensive evaluation of Beijing Beiyunhe Jiuxian 
bridge water quality and , water quality belongs to 

V level, which is consistent with the final result in this paper. But the difference is the 
basis of fuzzy comprehensive evaluation method in paper [3] is tradition fuzzy set 
theory, it doesn’t analyze the internal relations among different water quality levels, the 
five levels of water quality are treated as independent fuzzy sets when establish 
membership function, the whole evaluation process is done by the establishment of 
fifty membership functions. This paper gives a new fuzzy set FSCOM fuzzy compre-
hensive evaluation, after analyzing the internal relations among negative fuzzy sets, 
fuzzy comprehensive evaluation method is established according to different water 
levels. Evaluation method is better than traditional fuzzy comprehensive evaluation 
method. 
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3.3 General Steps and Method of Fuzzy Set FSCOM in Practical Problem 
Evaluation Application       

According to paper [8, 9, 11, 12] and the water quality evaluation method mentioned 
above, the general steps and method of fuzzy set FSCOM in practical problem evalua-
tion application are as follows:  

(1) Analyze and extract useful fuzzy information in practical problems, we can ob-
tain the internal relations among fuzzy sets, for example, five levels “water quality is 
better”, “water quality is good”, “water quality is medium”, “water quality is bad”, 
“water quality is worse” are different fuzzy sets in this paper; 

(2) Establish factor set and evaluation set: 

factor set ,evaluation set ； 

(3) Find relations among different evaluation levels. In this paper “water quality is 
better” is the opposite negation of fuzzy set “water quality is worse”; “water quality is 
good”, “water quality is medium” and “water quality is bad” are different λ-medium 
negation sets; “water quality is good” is the opposite negation of fuzzy set “water 
quality is bad” and “water quality is medium” is their λ-medium negation as well; 

(4) Determine membership degree function and parameter λ and membership degree 
matrix: 

, 

rij represents membership degree of factor to evaluation set hj (i=1,2,...,t; j=1,2,...,p). 

At last evaluation result is determined by compositional operation and the principle of 
maximum degree of membership. 

4 Conclusion 

After analyzing the disadvantages of previous fuzzy comprehensive evaluation me-
thods of water quality level, fuzzy set FSCOM theory with three kinds of negations is 
applied to the fuzzy comprehensive evaluation of water quality grade. Through analy-
sis relations among different water quality levels, membership function and evalua-
tion system are established. And Beijing Beiyunhe Jiuxian bridge section water  
belongs to V level, the evaluation and calculation process are better than traditional 
water quality evaluation method mentioned in [3], which shows it is effective and 
practical using fuzzy set FSCOM theory to solve practical fuzzy comprehensive evalu-
ation problems. Based on recent application of fuzzy set FSCOM theory, the general 
steps and method of fuzzy set FSCOM theory in practical problem evaluation applica-
tion are given at last. 
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Abstract. In this paper, we present a new evolutionary instance-based learning 
method by integrating the bacterial foraging optimization (BFO) technique with 
fuzzy k-nearest neighbor classifier (FKNN), termed as BFO-FKNN. In the pro-
posed approach, the issue of parameter tuning problem in FKNN is tackled  
using the BFO technique. The effectiveness of the proposed method has been 
rigorously evaluated against the Parkinson’s disease (PD) diagnosis problem. 
The simulation results have shown that the proposed approach outperforms the 
other two counterparts via 10-fold cross validation analysis. In addition, com-
pared to the existing methods in previous studies, the proposed method can also 
be regarded as a promising success with the excellent classification accuracy of 
96.39%. 

Keywords: Fuzzy k-nearest neighbor · Parameter optimization · Bacterial  
foraging optimization · Parkinson’s disease diagnosis · Medical diagnosis 

1 Introduction 

As an improved version of the classical k-nearest neighbor (KNN) classifier, fuzzy  
k-nearest neighbor classifier (FKNN) [1, 2] has gained great attentions since its first 
proposal. Now, FKNN together with other improved versions of KNN such as fuzzy 
rough sets, intuitionistic fuzzy sets, type-2 fuzzy sets and possibilistic theory based 
methods become a distinctive area in the field of nearest neighbor classification and 
instance based learning [3]. One important characteristic of FKNN is its capability of 
allowing imprecise knowledge to be presented and fuzzy measures to be introduced, 
which provide an enhanced way of describing the similarities between the instances. 
FKNN method introduces the fuzzy set theory into KNN, which assigns degree of 
membership to different classes while considering the distance of its k-nearest neigh-
bors. In other words, all the instances are assigned a membership value in each class 
rather than the binary decision to be given. When FKNN is ready to make the final 
decision, the class with the highest membership function value is taken as the winner. 
Thanks to its good property, FKNN has found its applications in many practical  
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problems such as medical diagnosis [4], protein identification and prediction [5] and 
bankruptcy prediction [6].  

The classification performance of FKNN greatly depends on the parameters includ-
ing the neighborhood size k and the fuzzy strength parameter m. Therefore, these two 
values of parameters should be carefully chosen in advance when FKNN is applied to 
the practical problems. Several attempts have been made to tackle the problem of 
parameter tuning of FKNN. In 2011, Chen et al [6] have first proposed to use the 
particle swarm optimization (PSO) technique to automatically tune the two parame-
ters of FKNN, and the simulation results on the bankruptcy prediction problems have 
demonstrated the effectiveness and efficiency of the proposed method. Recently, 
Cheng et al. [7] have employed the differential evolution optimization approach to 
select the most appropriate tuning parameters of FKNN, and the resultant model was 
successfully applied to classify the grouting activities in construction industry. More 
recently, they have used the firefly algorithm to determine the FKNN model’s hyper-
parameters and applied it to predict slope collapse events [8], the simulation results 
have shown that the established method can outperform other benchmarking algo-
rithms. As a relatively new swarm intelligence based algorithm, bacterial foraging 
optimization (BFO) [9] has shown its great ability of optimization in various fields. 
Therefore, this paper attempted to employ the BFO to optimize the parameters of 
FKNN via the simulation of the foraging behavior of E. coli bacteria and its interac-
tion with the surrounding environment. Then we applied the resultant model BFO-
FKNN for effective detection of Parkinson's disease (PD). In order to evaluate the 
effectiveness of the proposed BFO-FKNN approach, support vector machine (SVM) 
and kernel based extreme learning machine (KELM) were taken  
for comparison in terms of classification accuracy (ACC), area under the receiver 
operating characteristic curve (AUC) criterion, sensitivity and specificity. 

The remainder of this paper is organized as follows. The related works on detection 
of PD is presented in Section 2. In section 3 the detailed implementation of the  
BFO-FKNN method is described. Section 4 describes the experimental design in de-
tail. The experimental results and discussion of the proposed approach are shown in 
Section 5. Finally, Conclusions are summarized in Section 6. 

2 Related Works on Parkinson’s Disease Diagnosis 

Parkinson’s disease (PD) is one kind of degenerative diseases of the nervous system, 
it has become the second most common degenerative disorders of the central nervous 
system after Alzheimer's disease [10]. Till now, the cause of PD hasn’t been unco-
vered. However, it is possible to alleviate symptoms significantly at the onset of the 
illness in the early stage [11]. It has also been proven that a vocal disorder may be one 
of the first symptoms to appear nearly 5 year before clinical diagnose [12]. The vocal 
impairment symptoms related with PD are known as dysphonia (inability to produce 
normal vocal sounds) and dysarthria (difficulty in pronouncing words) [13]. There-
fore, dysphonic indicators may play essential role in the early stage of PD diagnosis. 
Little et al [14] have made the first attempt to utilize the dysphonic indicators in their 
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study to help discriminate PD patients from healthy ones. In their study, SVM in 
combination with the feature selection approach was taken to diagnose PD, the simu-
lation results has shown that the proposed method can discriminate PD patients from 
healthy ones with approximately 90% classification accuracy using only four dys-
phonic features. After then, various techniques have been developed to study the PD 
diagnosis problem from the perspective of dysphonic indicators, including Artificial 
Neural Networks (ANNs) [15], Dirichlet process mixtures [16], multi-kernel relev-
ance vector machines [17], fuzzy k-nearest neighbor (FKNN) [4].  

3 Proposed BFO-FKNN Model 

This study proposes a novel BFO-FKNN model for automatically tuning the two  
parameters of FKNN. The proposed model was comprised of two procedures as 
shown in Figure 1, the one is the inner parameter optimization, and the other is the 
outer performance evaluation. During the inner parameter optimization procedure,  
the parameter neighborhood size k and fuzzy strength parameter m of FKNN are de-
termined dynamically by the BFO technique via the 5-fold cross validation (CV) 
process. And then the obtained optimal parameter pair (k, m) is fed to FKNN predic-
tion model to perform the classification task for PD diagnosis in the outer loop using 
the 10-fold CV strategy. The classification error rate is considered in designing the 
fitness function: 

1( )K
i ifitness testError k== Σ                             (1) 

where testErrori represents the average test error rates achieved by the FKNN  
classifier via 5-fold CV within the inner parameter optimization procedure.  

The main steps for the BFO to select the parameters of FKNN are described as  
follows: 

step 1. Initialize parameters p, S, Nc, Ns, Nre, Ned, Ped, C(i), where p is the number 
of dimension of the search space, S is swarm size of the population, Nc is the 
number of chemotactic steps, Ns is the swimming length, Ned is the number of 
elimination-dispersal events, Nre is the number of reproduction steps, Ped is 
elimination-dispersal probability, and C(i) is the size of step taken in the random 
direction specified by the tumble. 

step 2. Elimination-dispersal loop: l=l+1. 
step 3. Reproduction loop: k=k+1. 
step 4. Chemotaxis loop: j=j+1. 

(a) For i=1,2,…,S, take a chemotactic step for bacterium i as follows. 
(b) Train FKNN and compute the fitness J(i, j, k, l) 

Let, J(i, j, k, l)=J(i, j, k, l)+Jar(θ) where Jar is defined as Jar(θ) = exp(M-
Jar(θ))Jcc(θ), Jcc(θ) is the fitness function value to be added to the actual 
fitness function to present a time-varying fitness function. 

(c) Let Jlast=J(i, j, k, l) to save this value since we may find a better cost 
via a run. 

(d) Tumble: generate a random vector Δ(i)∈Rp with each element  
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Δm(i),m=1,2,···,p, a uniformly distributed random number on [-1, 1]. 
(f) Move: let 

( ) ( ) ( ) ( )
( ) ( )

1, , , , , ,i i

T

i
j k l di j k l di C i

i i
θ θ

Δ
+ = +

Δ Δ
                         (2)

 

(g) Train FKNN and compute the fitness J(i,j+1,k,l), and let  
J(i,j+1,k,l)=J(i, j, k, l)+Jar(θ). 

(h) Swim. 
i) Let n=0; 

  ii) While n<Ns 
  iii) Let n=n+1; 
  iv) If J(i,j+1,k,l)<Jlast, let Jlast=J(i,j+1,k,l) and let 

( ) ( ) ( ) ( )
( ) ( )

1, , , , , ,i i

T

i
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i i
θ θ

Δ
+ = +

Δ Δ
                       (3)

 

and use this θi(j+1,k,l) to train FKNN, and then compute the new fitness  
J(i, j+1,k, l) as did in (g); 

  v) Else, let n =Ns. 
(i) Go to next bacterium (i+1) if i≠S. 

step 5. If j<Nc, go to step 4.  
step 6. Reproduction: 

Rank all of the individuals according to the sum of the evaluation results 
in this period, and then removes out the last half individuals and duplicates 
one copy for each of the rest half. 

step 7. If k<Nre, go to step 3. 
step 8. Elimination-dispersal: 

For i=1,2,…,S with probability Ped, eliminate and disperse each bacte-
rium. 

If l<Ned, then go to step 2; otherwise end. 

4 Experimental Studies 

4.1 Data Description 

The Parkinson’s data was taken from UCI machine learning repository (http://archive. 
ics.uci.edu/ml/datasets/Parkinsons, last accessed: December 2014). The objective of 
this dataset is to discriminate healthy people from those with Parkinson's disease 
(PD). In the medical experiment, various biomedical voice measurements were rec-
orded for 23 patients with PD and 8 healthy controls. The time since diagnoses ranged 
from 0 to 28 years, and the ages of the subjects ranged from 46 to 85 years, with a 
mean age of 65.8. Each subject provides an average of six phonations of the vowel 
(yielding 195 samples in total), each 36 seconds in length. It should be noted that 
there is no missing values in the dataset, and the whole features are real valued.  



46 H. Chen et al. 

4.2 Experimental Setup 

The BFO-FKNN, SVM and KELM classification models were implemented using 
MATLAB platform. The computational analysis was conducted on Windows 7 oper-
ating system with AMD Athlon 64 X2 Dual Core Processor 5000+ (2.6 GHz) and 
4GB of RAM. LIBSVM [18] developed by Chang and Lin was taken for SVM 
classification. The implementation by Huang available from http://www3.ntu. 
edu.sg/home/egbhuang was used for KELM classifier. We implemented the BFO-
FKNN method from scratch. The data were scaled into [-1, 1] before classification 
was performed. In order to guarantee the valid results, the k-fold CV analysis was 
employed to evaluate the classification performance. The detailed parameter setting 
for BFO is shown in Table 1. In the table, datt, watt, hrepe and wrepe are different coeffi-
cients in swarming strategy, and other parameters are described in section 3. For SVM 
and KELM, the determination of penalty parameter C and kernel bandwidth γ is done 
by the grid search method, and the searching ranges are set to C [2 ^ ( 5),2 ^ (15)]∈ −  

and γ [2 ^ ( 5),2 ^ (15)]∈ − . 

Table 1. Parameter setup for BFO 

 

4.3 Evaluation Metric 

Four common performance metrics including ACC, AUC, sensitivity and specificity 
were used to test the performance of the proposed BFO-FKNN model. ACC, sensitiv-
ity and specificity are defined as follows:  

/ ( ) 100%ACC TP TN TP FP FN TN= + + + + ×             (4)   

/ ( ) 100%Sensitivity TP TP FN= + ×               (5) 

/ ( ) 100%Specificity TN FP TN= + ×        (6)  
where TP is the number of true positives, FN is the number of false negatives, TN is 
the number of true negatives and FP is the number of false positives. AUC is the area 
under the ROC curve, which is one of the best methods for comparing classifiers in 
two-class problems. In this study the method proposed in [19] was implemented to 
compute the AUC.  

5 Experimental Results and Discussions 

The detailed results of classification accuracy, sensitivity, specificity, and optimal 
pairs of (C, γ) for each fold obtained by BFO-FKNN are listed in Table 2. As shown 
in the table, it can be observed that the parameter pairs (k, m) are automatically de-
termined by BFO for each fold of the data. With the optimal combination of k and m, 
FKNN obtained different best classification accuracy in each fold. The explanation 

S Nc Ns Ned Nre Ped datt watt wrepe hrepe C(i) 

8 12 2 2 2 0.25 0.1 0.2 10 0.1 0.25 
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lies in the fact that the two parameters are coevolved adaptively by the BFO algorithm 
according to the specific distribution of the training data at hand.  

Table 2. The detailed results of BFO-FKNN on the PD data set 

Avg. represents the average result of 10-fold CV process. 

Fold 

No. 

BFO-FKNN 

Accuracy AUC Sensitivity Specificity k m 

1 1.0000 1.0000 1.0000 1.0000 1 9.75 

2 1.0000 1.0000 1.0000 1.0000 1 8.33 

3 1.0000 1.0000 1.0000 1.0000 1 7.65 

4 0.9500 1.0000 0.8333 0.9167 1 7.08 

5 0.9500 0.9412 1.0000 0.9706 1 6.97 

6 0.9500 1.0000 0.8000 0.9000 1 8.27 

7 0.9474 0.9167 1.0000 0.9583 1 4.13 

8 0.9474 0.9333 1.0000 0.9667 1 9.75 

9 0.9474 0.9333 1.0000 0.9667 1 7.70 

10 0.9474 0.9286 1.0000 0.9643 1 6.74 

Avg. 0.9639 0.9643 0.9653 0.9633 1 7.64 

 

 
In order to observe the evolutionary behavior of BFO, we have plot the classifica-

tion error rate versus the iterations. Figure 1 shows the evolutionary  
process of the BFO-FKNN for fold 1 in 10-fold CV. It can be observed that the fitness 
curves gradually improved from iteration 1 to 10 and exhibited no significant im-
provements after iteration 10, eventually stopped at the iteration 50 where the bacteria 
reached the stopping criterion (maximum iteration number). The fitness of error rate 
decreased rapidly in the beginning of the evolution, after certain number of genera-
tions, it started decreasing slowly. During the latter part of the evolution, the fitness 
kept stable until the stopping criterion is satisfied. This phenomenon demonstrates 
that BFO-FKNN can converge quickly toward the global optima, and fine tune the 
solutions very efficiently.  

To evaluate the effectiveness of the proposed BFO-FKNN method for PD diagno-
sis, the comparisons against with SVM and KELM were conducted. As shown in 
Figure 2, we can see that BFO-FKNN has dominated SVM and KELM in most folds 
within the 10-fold CV procedure, namely, BFO-FKNN has achieved the high classifi-
cation accuracy equal to or better than that of the other two models obtained for 9 
folds in the whole 10 folds. The average classification accuracy of BFO-FKNN is 
96.39%, while the average classification accuracy of SVM and KELM are 93.24% 
and 93.82%, respectively. Figure 3 shows the training classification accuracy surface 
for one fold achieved by SVM and KELM via the grid search strategy, where the  
x-axis and y-axis are log2C and log2γ, respectively. Each mesh node in the (x, y)  
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plane of the training accuracy stands for a parameter combination and the z-axis de-
notes the obtained training accuracy value with each parameter combination. The 
better performance of the proposed method is owing to the fact that the BFO has 
aided the FKNN classifier to achieve the maximum classification performance by 
automatically detecting the optimal neighborhood size and the fuzzy strength parame-
ter. It is also interesting to be noted that, the standard deviation obtained by BFO-
FKNN is 0.025, which is the smallest among the three methods, followed by KELM 
with 0.049 and SVM with 0.055. It verifies the robustness and reliability of the pro-
posed BFO-FKNN method. 

 

 

Fig. 1. Best fitness during the training stage for fold 1 in 10-fold CV 

 

Fig. 2. The cross-validation accuracy obtained for each fold by BFO-FKNN, SVM and KELM 
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Fig. 3. Training accuracy surface of SVM (left) and KELM (right) with parameters obtained by 
the grid search method on the PD dataset for 1 fold 

6 Conclusions 

This work has explored a new evolutionary FKNN approach, and successfully applied 
to the early detection of PD. The main novelty of the proposed method lies in the 
proposal of using BFO technique for exploring the full potential of FKNN by auto-
matically determining k and m to exploit the maximum classification performance for 
early detection of PD. The empirical experiments have demonstrated the superiority 
of the proposed BFO-FKNN over SVM and KELM in terms of various performance 
metrics. It indicates that the proposed BFO-FKNN method can be a promising com-
puter aided diagnosis tool for clinical decision making.  
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Abstract. The quantitative analysis of human pattern is an effective way to  
understand the complex social system. Relevant empirical studies reveal that 
human behavior in time follow a power-law distribution rather than a Poisson 
distribution. This paper aims at conducting statistical analyses based on the 
records of Qzone posts and interactive messages. The results show that the inter-
event time distribution of posts and interaction follows a power-law distribution. 
Additionally, the time intervals of post comments differ from the time intervals 
of interact and in that there exists a clear cut-off point in the distribution of  
posting time, which indicates the subjection to a two-stage power-law. At the  
individual level, the posting time distribution exhibits fat tails. The analysis of 
post behavior indicates that there is a monotonous and negative relationship be-
tween the activity level and power-law exponent. The characteristics of local 
peaks also illustrate the burstiness and memory of post behavior. 

Keywords: Temporal Pattern · Qzone · Inter-event time distribution · Activity 

1 Introduction 

Hawking believes that complexity science is the science in the twenty-first century. 
Researches on complex systems are actively expanding the depth and breadth of 
people’s understanding about the real world. Many large complex systems are related to 
humans or constituted by humans directly. Barabási’s paper published on Nature in 
2005 brings about a breakthrough turning point of the analysis of human pattern [1]. 
This paper overthrows the views that the inter-event time distribution of human patter 
follows a Poisson distribution. Instead, empirical data in this research shows that inter-
event time distribution of human pattern follows a power-law distribution. This paper 
has motivated and stimulated numerous researches into dynamics of human pattern. 
Researchers have studied and analyzed a variety of human behaviors. For example, 
studies have covered the structure and dynamics of large-scale human communication 
networks [2] and the laws of mobility [3], as well as the motifs of individual behavior 
[4]. In conclusion, as indicated in these studies, Poisson distribution shows the occur-
rence of an incident is random and unpredictable, but the power-law distribution implies 
burstiness and predictability in their results. 
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The rapid development of the Internet has a major impact on people's access to and 
sharing of information and it also promotes the development of research about 
people's behavior on Internet. Stefan et al., who used 149,441 email records of 1,052 
managers in a large consulting firm in the time between July 2006 and January 2007, 
analyzed the time interval between an email received and replied. Results of this re-
search indicate that people tend to reply to his/her friends who have a social relation-
ship with him/her in a shorter time [5]. In terms of social network, Chun et al. studied 
the message records of 17,788,870 users on South Korea's largest online social net-
work from June 2003 to October 2005, the result of which shows that the interval 
time distribution at the group level has three sections of power law: when the inter-
event time is less than 36 min, power-law exponent is 1.696; When the inter-event 
time between 36 min to 1 day, power-law exponent is 0.910; The inter-event time 
greater than one day, power-law exponent is 2.276 [6]. Ren et al. also studied 
1,627,697 post records of 20,349 users on BBS in Nanjing University and found out 
that the inter-event time distribution of posts follow as heavy-tailed and the power-
law exponent is 1.98 at the group level [7]. The same phenomenon also occurs when 
Song et al. analyzed the posting behavior of users in Sina blog and Weibo. The pow-
er-law exponents were respectively 1.3 and 2.0 in this research [8]. As to the human 
behavior of QQ chatting, Han et al. using data of five volunteers’ QQ chatting found 
that power-law exponent is about 2.0 to 2.5 at the individual level [9].  

However, fewer researches have analyzed the human communication pattern of 
Qzone. According to statistics, by the end of July 2014, QQ have 1 billion registered 
users and 500 million daily active users. Qzone, created by Tencent in 2005, is a so-
cial network website based on QQ users. It allows users to write blogs, keep diaries, 
send photos, listen to music, watch videos and so on. As of July 2014, it already had 
645 million users. There are 150 million Qzone users who update their accounts at 
least once a month. This makes Qzone become the third largest social network in the 
world. Different from phone and instant messaging software, the interaction of Qzone 
has a time delay. Based on the data of main events such as the MsgFeeds, Blogs, 
MsgBoards and Comments Interaction, this paper aims to exploring the different dis-
tribution characteristics of different types of Qzone events. 

2 Data Description 

The Qzone dataset was from 571 volunteers’ Qzone (468 effective users), with time-
stamped records over a period of 3,315 days starting from July 2005 to August 2014. 
With QQ as the most successful live chat software, Qzone as a related application of 
QQ also has a large number of active users, and their behavior will be recorded (active 
promoters, passive sponsor, time and content). This paper mainly focused on inter-event 
time distribution and burstiness in human activities by user’s behavior in Qzone such as 
MsgFeeds, Blog, MsgBoard and comments interaction. The exact time of each events 
happening can be accurate to second, see Table 1 for details of Qzone dataset. 
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Table 1. Data of Qzone dataset 

Type MsgFeeds Blog MsgBoard Whole 

Post 140,996 40,809 91,599 273,404 

interactive 630,111 202,790 87,718 920,619 

 
During the process of data cleaning, we removed some abnormal data, such as 

when the time is 1970-01-01 00:00:00 or time is null. During the formal experiment, 
we analyzed based on the unit of days, hours, minutes and seconds as inter-event 
time. Ex perimental results show that the interval in seconds fits more with people's 
normal work and rest time, so we chose second as our unit of inter-event time. 

3 Results and Discussion 

3.1 Inter-event Time Distribution for Post Behavior  

In analyzing the inter-event time distribution of Posts, we considered four types of 
posting behavior: whole, MsgFeeds, Blog, MsgBoard. Inter-event time τ is defined as 
the time between two posts. P(τ) is the probability distribution of  τ. In order to elim-
inate the volatility and scattered phenomenon occurring the tail of P(τ) in log-log 
scales, we applied the method of Logarithmic binning [10] to conduct the statistical 
analyses. In addition, we added a corresponding fitting line in the figure. This method 
could help us observe the attenuation of power-law exponent α in log-log scales, the 
same below. As can be seen from Figure 1, there is a significant turning point as indi-
cated in the experimental results. The curve could be segmentally fitted. We focused 
on the main part of the curve, because human behavior exhibits in days periodicity. 
One day has 86,400 seconds, and we chose the fitting range is [0, 86,400]. Figure 1 
also shows that all kinds of inter-event time distribution of Posts show varying  
degrees of heavy-tailed characteristics, with corresponding α values as 0.823, 0.679, 
1.036 and 0.957, respectively. These four posting behavior all exhibited the pheno-
menon that short periods of activity time followed by long periods of inactivity. 
Compared with the existing research results, including posting behavior of blog and 
micro-blog [8], cell phone text messaging behavior [11], QQ chat behavior [9], our 
results are basically similar to the previous findings. In comparison, although the 
amount of MsgFeeds is the largest, but the value of α is lower than that of MsgBoard 
and Blog, indicating a lower level of activity. By analyzing the raw data, we found 
that MsgFeeds is users’ voluntary posting, but MsgBoard is mainly from QQ friends. 
At the beginning of MsgBoard, it was highly welcomed by many people. However, 
due to its single function, fewer and fewer people used it. To take a user (ID 9338) as 
an example, the number of MsgBoard messages in 2007 was 2,862, accounting for 
85.13% of the total messages. So the MsgBoard posts showed strong intensity. The α 
of blog is higher because people often reprint some blogs when they browse Qzone of 
QQ friends, while MsgFeeds is mainly used to express ones’ feelings about recent 
events. Thus, the rate of MsgFeeds is lower than that of the blog.  
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          (a)Whole               (b)MsgFeeds 

          (c)Blog           (d)MsgBoard 

Fig. 1. Inter-event time distribution for post behavior  

3.2 Inter-event Time Distribution of Interact Behavior 

Comments record and inter-event time represent the influence of different types of  
Post. In order to show the influence of various types of Post, this paper conducted  
fitting analysis based on the unit of inter-event time in second. The inter-event time of 
interaction distribution is shown in Figure 2, mapping the distribution of each of the 
four Post comments interval, including MsgFeeds, Blog, MsgBoard and whole. The 
corres- 

 
           (a)Whole              (b)MsgFeeds 

           (c)Blog           (d)MsgBoard 

Fig. 2. Inter-event time distribution of interact behavior 
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ponding α values were 1.015, 0.985, 1.085 and 1.023. Among these four types, the 
Blogs have a long quiet period. Reasons may be that fewer people in Qzone write  
the blogs themselves, and many of the blogs are reproduced or reprinted. In addition, 
the power-law exponent of Blogs is the highest, indicating that people are more con-
centrated on Blogs commenting than the others at the time, except for the reprinted 
blogs. If the blogs are written personally by the Qzone lord concerning a summary of 
recent experience and what he have done, such as the annual summary of 2014 and so 
on, MagFeeds comments is the highest, but time is dispersed. This is mainly because 
MsgFeeds is a reflection of someone’s recent situation, attracting his QQ friends to 
comment his MsgFeeds. Meanwhile, people will interact with his QQ friends through 
MagFeeds, which results in a higher number of comments in MsgFeeds.   

3.3 Inter-event Time Distribution for Interaction Between Two Friends  

In this section, the interaction comment between QQ1 and QQ2 is marked as 
QQ1↔QQ2. After deleting the records of self-commenting, we obtained a total of 
72,162 pairs of users in the Qzone data. The statistical results analyzing and compar-
ing the QQ1 ↔ QQ2 interactive comments are shown in Table 2. 

 
          (a)Whole               (b)MsgFeeds 

          (c)Blog           (d)MsgBoard 

Fig. 3. Inter-event time distribution for interaction between two friends 

Table 2. Interaction between two User 

Type MsgFeeds Blog MsgBoard whole 

interactive 573,379 57,813 138,573 769,765 

 
As can be seen from Figure 3, although the number of comments of MsgFeeds is 

more than the others, but the time of comments are more dispersed. It also has a lower 
value of power-law exponent, which is similar to the results of one-way comments. 
The results of Blog and MsgBoard are also accord with one-way comments and the α 
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value is lower than that of one-way comments, which is consistent with the actual 
situation. The decline of power-law component of MsgFeeds is the highest, mainly 
because that although MsgFeeds receives more comments, the interaction with friends 
is less than the other two types. 

3.4 Influence of Activity on Post Behavior 

In previous empirical studies, the difference of individual activity will lead to statis-
tical characteristics changes directly. Tao Zhou’s [12] analysis of  people’s Online 
movie watching records found that there exists a monotonous relation between the 
activity level and power-law exponent changes in the group level, with the power-law 
exponent ranging from 1.5-2.7. Its changes reached 80%. Wei Hong, et al. [13]  
studied the inter-event time of cellphone messages, which also found a similar mono-
tonous phenomenon. But Wang et al. [14] found the power-law exponent is not mono-
tonic dependence on the activity by inter-event time of online order. The exponent 
actually has a slight decline after it achieves the peak. The above studies show that 
individual activity will lead to users’ or a group of users’ various characteristics. In 
the analysis of Qzone, we divided 468 users into five groups based on the average 
monthly quantity of posts (Avgmp). More group information is shown in Table 3. 

 

Fig. 4. Influence of activity on post behavior 

From Table 3, group1 has the lowest level of activity and the number of average 
monthly posts is 0.695. In addition, the group 5 has the highest activity level, with 
14.234 average posts in a month. This number is 20.5 times of that in group 1. In 
inter-event time of posts distribution, there is a negative correlation between the activ-
ity and power-law exponent at the group level. When the average monthly number of 
user posts increases from 0.695 to 14.234, the power-law exponent has dropped from  
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Table 3. Group information of users 

Type group1 group2 group3 group4 group5 

Number 93 93 93 93 96 234 .14 498 .6 889 .3 928 .1 695 .0 ܘܕܞۯ હ 1. 018 0. 941 0. 934 0. 847 0. 808 

 
1.108 to 0.808. The trends of power-law exponent changes and each inter-event time 
of posts distribution are shown in Figure 4. 

3.5 Burstiness and Memory in Post Behavior 

In many systems including web browsing [15], earthquakes [16] and email communi-
cation [17], we could observe the common point that the pattern often indicates a 
short time period of activity followed by a long time period of non-actions. This kind 
of situation is called burstiness. Most of the time intervals are less than the average 
time interval, but it may be otherwise, resulting in a greater standard deviation of the 
distribution of time interval. In order to study the burstiness of human behavior of 
Qzone posts. We grouped all users into five groups base on the number of average 
posts in a month. The burstiness parameter B is defined as follows [18]. B ൌ ሺఙഓോഓିଵሻሺఙഓ ഓ⁄ ାଵሻ ൌ ሺఙഓିഓሻሺఙഓାഓሻ                        (1) 

Where ߪఛ and ݉ఛ are the mean and the standard deviation of   Pሺτሻ. Seen from 
Equation 1, B has a value in the bounded range (-1, 1). B ൌ െ1  corresponds to a 
completely regular (periodic) signal. B = 0 represents a random behavior, B ൌ 1 
shows this kind of event have most bursty signal.  

Human behavior is often changing with memories and interests. For example, in 
nature, the time and place of extreme weather show a strong memory. Cai, Shi-Min, 
et al. [19] also observed that Internet traffic time series also have relatively strong 
memory. In short, when we sorted the time interval between two events, if a long 
(short) time interval with high probability is following after a long (short) interval, 
this series of time shows a better memory. On the contrary, the memory is weak or we 
could call it anti-memory. This sequence contains a total of  ݊ఛ elements (meaning a 
total of ݊ఛ  1 behavior), the first ݊ఛ െ 1 constitute sequence 1, and the last follow-
ing  ݊ఛ -1 are specified as sequence 2 (see Equation 2). The memory coefficient M 
can be defined using the Pearson correlation of these two sequences [18].  

       M=
ଵഓିଵ ∑ ሺఛିభሻሺఛశభିమሻఙభఙమഓିଵୀଵ                            (2) 

Where ݉ଵ(݉ଶ) and ߪଵ ሺߪଶሻ are sample mean and sample standard deviation of ߬Ԣs(߬ାଵԢݏ), M as a autocorrelation function biased estimate, the memory coefficient 
has a value in the range (−1, 1), when M > 0 indicates a l is positive when a short 
(long) inter-event time tends to be followed by a short (long) one, and it is negative 
when a short (long) inter-event time is likely to be followed by a long (short) while M 
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< 0, when  M = 0 means neutral. We made more specific analysis on burstiness and 
memories (see Table 4).  

Table 4. B and M in different level activity 

Type group1 group2 group3 group4 group5 

Number 93 93 93 93 96 0.419 0.428 0.470 0.494 0.484 ۰ 0.252 0.261 0.247 0.211 0.244 ۻ 14.234 6.498 3.889 1.928 0.695 ܘܕܞۯ 

 
As can be seen from Table 3, with the increase of Avgmp, the memory coefficient, M , shows a maximum value of 0.261 and a minimum of 0.211, indicating a good 

memory. As to the value of B, the value of group 2 has a continuous decline after the 
peak, which indicates that with an increase of Avgmp, the B is becoming weaker. 
Here is an interesting phenomenon in our experimental results. In group 2, the value 
of M is the lowest but the value of  B is the largest, which might provide additional 
evidence of the negative correlation between Burstiness and memories. Figure 5 
shows the ሺM, Bሻ values of all users, where each blue dot represents a vale for a user. 
The inset, an enlarged view for the center part of these dots, shows (ܯ௩ , ܤ௩) for 
each group and the average value for all users (asterisk). 

 

Fig. 5. The ሺM, Bሻ phase diagram of all users 

4 Conclusion 

With the development and progress of Internet technology, an increasing number of 
people are communicating with each other through the social networks. The social 
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of Qzone can help us better understand the temporal characteristics of human pattern. 
This paper analyzed inter-event time of 273,522 posts and 920,619 comments starting 
from July 2005 to August 2014, including analyzing inter-event time of posts, inter-
event time of a single comment and bi-directional interaction, the trends of power-law 
exponents, Burstiness and memory on the different levels of activities. The study 
found out that each communication pattern of human individuals is known to be in-
homogeneous or bursty, which is reflected by the heavy tail behavior in the inter-
event time distribution. People’s posting and interaction behavior in Qzone (inter-
event time) follow the power-law distribution, which is similar to the first model 
raised by Vazquez et al [20]. However, there is an obvious turning point at a time in a 
certain day, showing two power-laws, which is different from the inter-event time of 
commenting behavior distribution. In contrast with previous studies [12], this paper 
found that there is a negative relationship between with the inter-event time of Posts 
distribution and user activity. The B and M of users with different levels of activity 
show local peaks, and they do not present a monotonous relationship. These findings 
not only help us have a better understanding of human behavior, and also provide 
guidance for future research into the reasons of a fat tail characteristic. 
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Abstract. Credit card swiping is the behavior which people make a deal in POS 
with credit card. It is one of the simplest credit services. To research credit card 
swiping is helpful to understand temporal pattern of credit card swiping. In tra-
ditional views, human group behavior is random, irregular. However, the latest 
research presents that some human behaviors are predictable. Nowadays, re-
searchers are analyzing different types of human behavior with human behavior 
dynamics methods. In this paper, we analyze credit card swiping temporal pat-
tern. The empirical data is from a bank in Tianjin China. We analyze inter-
credit time, and memory and burstiness phase diagram (M, B). Inter-credit time 
follows power-law distribution, and (M, B) mean value is at the range of human 
behavior (M, B) value. 

Keywords: Credit card · Temporal pattern · Inter-credit time · Power-law 

1 Introduction 

Human society is a complex system. How to understand the evolution regularity and 
internal driving force of its development has been a hot topic explored by researchers. 
So far, the study of human behavior has become the focus of attention by a large num-
ber of disciplines, such as psychology, social psychology, sociology, physics, mathe-
matics, information science, management, economics and finance etc. In traditional 
views, it was generally recognized that human behaviors obey Poisson distribution. 
However in 2005, Barabási’s paper[1] published on Nature uncovered that there exist 
characteristics of human behavior that are inconsistent with the characteristics of Pois-
son process. He found that the characteristic of high-frequency outbreak in a short time 
and silence in a long time follows power-law distribution. In recent years, researches on 
the human behavior dynamic have been done based on a lot of empirical data, involving 
in correspondence letters[2][8], e-mail[1][3], phone calls[4][9], SMS[5][27], online 
communication[6][28], online on-demand movies and page views[7] etc. These studies 
analyzed the mode of communication, business practices, entertainment activities and 
other human behavior characteristics. 
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Nowadays, it is convenient for financers[18][19][20] and statists[21][22] to analyze 
the data in quantification. A large number of scientists engaged in scientific research on 
complexity has joined in this field. Relying on massive empirical data, they try to make 
a new exposition of finance field. Currently, there is much econophysics analysis of 
human behavior, including stockbroker initiated transaction[10], ordering and stock 
trading in stock exchange[11], online futures trading[12], orders trading in JD Mall[13], 
China Baosteel's stock trading[15] and the S&P 500 Index trade changes[19]. 

In this paper, we adapt the theory of human behavior dynamics to analyze the cre-
dit card transaction data of bank in Tianjin China empirically. In the empirical data, 
there are 11460 credit cards and 525925 trade records. The duration is from March 
2009 to November 2014. The analysis results showed that the credit card swiping 
inter-credit time probability follows power-law distribution. The power-law expo-
nents are 1.09, 0.76 and 2.41 respectively. Then we analyzed (M, B) phase diagram of 
credit card swiping inter-credit time which (M, B) mean value is located in the range 
of human behavior. Comparing with existing communication behavior and social 
networking, credit card swiping behavior also follows distribution of human behavior. 
Our findings can provide theoretical support for credit card swiping temporal pattern. 

2 Result 

2.1 Inter-credit Time Probability Distribution 

By analyzing credit card swiping inter-credit time, we can research its temporal  
pattern. Inter-credit time denoted as τ is defined as the time between consecutive 
credit card swiping by the same user, and Pሺτሻ is probability distribution. The inter-
credit time probability distribution in log-log plot is shown in Figure1. The power-law 
exponents of financial activities data set and credit card data set are shown in Table1. 

 

Fig. 1. Credit card swiping inter-credit time probability distribution. (a) All user Credit card 
swiping inter-credit time probability distribution. (b) Suspected fraud user Credit card swiping 
inter-credit time probability distribution. 
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Table 1. Comparison of the power-law distribution of financial activities data set and credit 
card data set 

Data set Power-law exponent 
Central European Bank between June 1999 

and May 2003, all 54374 transaction sponsored 
by a stockbroker [10]. 

Exponent is 1.3, and there 
is a truncated exponent. 

In March, June and October 2002, GSK and 
VOD, nearly 800 000 order and 540 000 trans-

action in securities trading[11]. 

Fat-tail, but it do not fol-
low power-law distribution. 

In December 9, 2006, before Taipei mayoral 
elections, five candidates designed for online 
futures experiment lasting 30 days, more than 

400 volunteers[12]. 

Exponent is 1.3, and there 
is a truncated exponent. 

Between December 2, 2008 and January 12, 
2010, 274148 users on the purchase of data 

28620 items for JD Mall[13]. 

It follows power-law dis-
tribution, and different kinds 
of items have different pow-

er-law exponent. 
Between January 2, 2001 and December 31, 

2001, the Japanese yen against the US dollar 
data[14]. 

It follows power-law dis-
tribution，exponent is 2.07. 

Between August 22, 2005 and August 23, 
2006 , China Baosteel stock transactions in 

Shanghai Stock Exchange, including a total of 
243 days over 25 million transactions[15]. 

It follows power-law dis-
tribution, exponent is 1.41. 

A Fortune 500 company contains 44,000 data 
of purchase order at a quarter[16]. 

It follows power-law dis-
tribution，exponent is 1.91. 

A bank in Tianjin China, 11460 credit card 
swiping record, between March 2009 and No-

vember 2014. 

There are three power-law 
exponent 1.09, 0.76, and 2.41 

respectively. 
 
As is shown in Figure.1.a, we can divide all users’ credit card swiping inter-credit 

time to three parts. We use least squares to fit them respectively. They all follow 
power-law. For the first part, the power-law exponent is 1.09 and the first lowest point 
in curve is at 11 hour which follows normal human circadian rhythm; After the lowest 
point, there is an upward trend, the next highest point is at 24 hour, which indicates 
the number of credit card swiping inter-credit time at 24 hour is more than that at 11 
hour. It also follows normal human circadian rhythm. The second curve decays in 
power-law which power-law exponent is 0.76. After the lowest point, there is an up-
ward trend. The next highest point is in 30.5 day approximately. To this highest point, 
we think it is an outlier. After querying data and consulting with bank expert, we af-
firm that a certain percentage of credit card users is fraud. This credit card swiping 
behavior is in periodicity highly. Thus, it may lead to which there are a lot of transac-
tions occurring closing to 30 day inter-credit. The third part is the distribution which 
inter-credit time is more than a month. It also follows power-law. 
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Because of the outlier in 30.5 day, we re-analyze the data set. Through multi-step da-
ta processing, we choose the crowd who cause the outlier as suspected fraud crowd. 
Then we analyze their credit card swiping inter-credit time. The result is shown as 
Fig.1.b. The highest point in the decaying curve for suspected fraud crowd occur in 
close to 32 day. Comparing with credit card swiping behavior for all user, the outlier is 
higher obviously. Suspected credit card fraud crowd may choose 30 days as a cycle. In 
Fig.1.b, the first part follow power-law, then there is a highest point in close to 22.5 
hour. Comparing with credit card swiping behavior for all user, it also follows human 
circadian rhythm. The fraud behavior did not occur in the beginning of credit card use. 

2.2 The (M, B) Phase Diagram Characteristics 

(M, B) phase diagram can be used to measure human behavior pattern of memory and 
burstiness. Fig.2.a shows the (M, B) phase diagram of all user, the blue dot is each 
credit card (M, B) value, the red dot is credit card (M, B) mean value. We compare it 
with other human behavior empirical result. Square is for personal print record data in 
a university[1], diamond is for email record data[26], erect triangle is for the bank call 
center data, dextrosinistral triangle is for the phone data in a mobile phone compa-
ny[1], dextrorsal triangle is for library data[1]. Fig.2.b enlarges representation for 
Fig.2.a which is the distribution of different data sets (M, B) mean value and the red 
oval is the area of human behavior. 

 

Fig. 2. (M, B) phase diagram. (a) The (M, B) phase diagram for credit card swiping inter-credit 
time. (b) The distribution of (M, B) mean value for some human behavior. 

Fig.3.a is the burstiness distribution for all user. The highest proportion of bursti-
ness is between 0.2 and 0.3 which value is 47.5%. Fig.3.b is the memory distribution 
for all user. The highest proportion of memory is in [-0.1, 0] and [0, 0.1] which values 
are 17.3% and 17.2% respectively. The burstiness mean value for all user is 0.287, 
and the memory mean value for all user is 0.018. 
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Fig. 3. Credit card swiping (M, B) value distribution proportion. (a) Burstiness value distribu-
tion proportion. (b) Memory value distribution proportion. 

The empirical results show that credit card swiping is in burstiness, representing 
consecutive swiping in a short time and silence in a long time. Meanwhile, the credit 
card does not have a good prediction. Its memory is close to 0, indicating that credit 
card swiping for the overall population is irregular. As is shown in Fig.2.a, for only 
small part of crowd, memory is greater than 0.5, close to 1. The crowd whose bursti-
ness value is lower and memory value is higher may be fraud crowd, and another part 
of crowd may be frequent merchant swiping.  

Table 2. The comparison of credit card swiping (M, B) mean value with human behavior 
existing 

Data set Mean value of memory Mean value of bursti-
ness 

Library loans 0.028 0.219 
Phone initiation record 
from a mobile phone 

company 

0.006 0.241 

Call center record at 
an anonymous bank 

0.066 0.321 

Activity pattern per-
taining to email 

0.014 0.402 

Printing of individual 
in universities 

0.054 0.601 

Credit card record of a 
bank in Tianjin China 

0.018 0.287 

 
The comparison of credit card swiping (M, B) mean value with human behavior 
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3 Empirical Data 

In the experiment, the empirical data is part of credit card swiping data from the bank 
in Tianjin China. We remove the personal privacy information and encrypted the data. 
In the original data, there are 11460 credit cards, 700803 trade records. After data 
preprocessing, there is only unique identification remained and transaction time field, 
including 11460 credit cards and 525925 credit card swiping records. The duration is 
from March 2009 to November 2014. Credit card swiping behavior occurs all day. 

4 Methods 

4.1 Inter-credit Time 

Inter-credit time denoted as τ is defined as the time between consecutive credit card 
swiping by the same user. That is, τ ൌ –ሾାଵሿݐ ݅  ሾାଵሿ is theݐ .ሾሿݐ  1 swiping moment, ݐሾሿ is the ݅ swiping moment, and the probability distribution of τ is defined as Pሺτሻ.  

4.2 The (M, B) Phase Diagram 

Memory and burstiness (M, B) phase diagram[3], is used to measure memory and 
burstiness in human activity and phenomenon. The range of burstiness is between -1 
and 1, which is as axis of ordinates in (M, B) phase diagram. It is defined as follows: 

 B ൌ ఙഓିഓఙഓାഓ (1) ߪఛ and ݉ఛ are represent as the standard deviation and the mean value of τ respec-
tively. When the value of B is 0, it means that the standard deviation is equal to the 
mean value, which is Poisson distribution. When the value of B gets closer to 1, it 
means that the standard deviation is bigger than the mean value, which is fat-tailed 
distribution. And when the value of B gets closer to -1, it means that the standard 
deviation is smaller, which means the periodicity of event sequence is stronger.  

The range of memory is between -1 and 1, which is as axis of abscissas in (M, B) 
phase diagram. It is defined as self-variable function of each individual inter-credit 
time  ߬ sequence, which is defined as follows: 

 M ൌ ଵିଵ ∑ ሺఛିభሻሺఛశభିమሻఙభఙమିଵୀଵ  (2) n is the element number of two consecutive inter-credit time. ݉ଵ, ݉ଶ and ߪଵ, ߪଶ are 
the standard deviation and the mean value of sample inter-credit time ߬, ߬ାଵ ሺi ൌ1,2, ڮ , n െ 1ሻ. 
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5 Conclusion 

By studying the empirical data in Tianjin China, we research credit card swiping  
inter-credit time distribution in group level, and find behavior exception. And we 
research the credit card inter-credit time of suspected fraud credit card and probabili-
ty distribution. The power-law exponents are 1.09, 0.76 and 2.41 respectively. Then 
we explain it. Meanwhile, we analyze memory and burstiness of credit card swiping 
behavior and compare it with other human empirical result. The (M, B) mean value of 
credit card swiping is in human behavior area of the literature [3]. 
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Abstract. The increasing availability of large-scale trajectory data provides us 
more opportunities for traffic pattern analysis. Nowadays, outlier causal rela-
tionship among traffic anomalies has attracted a lot of attention in the research 
of traffic anomaly detection. In this paper, we propose a model of constructing 
anomalous directed acyclic graph (DAG) which is based on spatial-temporal 
density to detect outlier causal relationship in traffic. To the best of our know-
ledge, the graph theory of DAG is firstly used in this area and the algorithm 
with strong pruning is proved to have lower time complexity. Moreover, the 
multi-causes analysis helps reflect the causal relationship more precisely. The 
advantages and strengths are validated by experiments using large-scale taxi 
GPS data in the urban area. 

Keywords: Traffic outlier causal relationship · Anomalous DAG algorithm ·  
Multi-causes analysis 

1 Introduction 

With the increasing availability of trajectory data such as WIFI, GPS, many unusual 
traffic patterns and trends [1] have been studied [2], [3]. Recently, outlier causal rela-
tionship among traffic anomalies which can discover the causal relationship between 
unusual traffic patterns has been more and more critical in related domains including 
city planning and traffic management. 

There are varieties of traffic anomaly detection approaches from several areas, in-
cluding statistics and data mining. Linsey et al. [4] propose parametric anomaly detec-
tion techniques based on classical likelihood ratio test statistic. Another method is 
Tango et al. [5] where a space-time scan statistic based on negative binomial model is 
proposed to discover anomalies. These statistics approaches are very effective if there 
are sufficient knowledge of the data, however they are highly dependent on data.  

Principle component analysis (PCA) has been used for network-wide anomaly de-
tection [6]. The algorithm in [7] discovers traffic anomaly patterns using Grid-Based 
Traffic Model, which cannot reflect natural differences of regions in the traffic net-
work. Wei Liu et al. have designed an OutlierTree Algorithm [8] to discover causal 
relationships among spatial-temporal anomalies based on minDistort. However, the 
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most challenging problem, after identifying traffic anomalies, is how to infer outlier 
causal relationship among them efficiently, especially when the amount of traffic 
anomalies is extremely huge.  

In this paper, we focus on the outlier causal relationship among traffic anomalies 
using massive taxi traces in traffic network. Traffic anomaly is defined as a traffic 
pattern that behaves differently from other traffic patterns. More specifically, the con-
tributions of this paper are described as follows: 

1. Region-Based Traffic Model: the urban area is partitioned into regions using road 
network. Compared with the CCL method used in [8], [9] which requires huge 
memory space to store traffic region information, Grid-Based PNPoly algorithm is 
proposed to map each GPS point to the corresponding region more efficiently. 

2. Traffic anomaly detection based on spatial-temporal density: firstly we obtain the 
spatial-temporal density of each origin-destination pair of each time interval 
(which is defined “TOD”), then Density-Deviation method is proposed to identify 
traffic anomalies among different traffic flows in different time interval.  

3. Anomalous DAG construction: this work proposes an algorithm with strong prun-
ing to generate anomalous DAG which just traverses each traffic anomaly only 
once. Then multi-causes analysis is used to reflect the outlier causal relationship 
among traffic anomalies more precisely. 

The rest of this article is organized as follows. In Section 2 we introduce the 
framework and definitions of our model. And Section 3 gives the detail materials and 
methods to discover outlier causal relationship. Experiments and analysis are reported 
in Section 4 and Section 5 concludes our work. 

2 Model Description 

In this section, the framework of model proposed in our work is introduced first, then 
we give several definitions used in this model. 

2.1 Model Framework 

The structure of our model mainly consists of three steps shown in Fig 1: Region-
Based Traffic Network is built in the first step. Then we obtain the spatial-temporal 
density based on spatial-temporal feature. A depth-first search with pruning algorithm 
will be used to construct anomalous DAG during the last step. 

2.2 Definitions 

Definition 1 (trajectory): a trajectory is a sequence of time ordered GPS points gener-
ated by a taxi equipped with GPS in geographical space, e.g. ܶ: ଵ ՜ ଶ ՜ ڮ ՜  .
Each GPS point is composed of a timestamp and geographic coordinates, e.g.   ൌ ሺ݉ܽݐݏ݁݉݅ݐ, ,݁݀ݑݐ݈݅݃݊  .ሻ݁݀ݑݐ݅ݐ݈ܽ
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Fig. 2. Region-based traffic model in urban area 

As far as we know, PNPoly algorithm [11] can be used to judge whether a GPS 
point is in a specified region. One method is PNPoly with all regions traversal algo-
rithm. However it works badly when dealing with billions of GPS points. Grid-Based 
PNPoly algorithm proposed in this paper works efficiently to solve this issue. Specifi-
cally, map is divided into grids based on longitude and latitude partition beforehand, 
then each region r is mapped to grid d if one of following conditions holds true: 

ݎ .1 ك ݀, that is, region ݎ is within grid ݀. 
݀ځݎ  .2 ്  .݀ and grid ݎ that is, there are overlapping areas between region ,

As shown in Fig 3, region ݎଵ is mapped to grid ݀ଵ because of condition 1, while 
region ݎଶ is mapped to both grid ݀ଶ and grid ݀ସ in terms of condition 2. After pre-
processing, each grid will associate with a collection of regions mapped to it. Then a 
GPS point can be mapped to the corresponding region by just traversing the regions 
associated with this grid. 

 

Fig. 3. Examples of mapping regions to grids 

3.2 Detecting ATODs Based on Spatial-Temporal Density 

According to definition 3, each trajectory can be transformed to a sequence of shifts. 
For example, the trajectory (black curve) in Fig 4 can be transformed to 2 shifts: a ฺ b, b ฺ c, then ATODs can be obtained by the following three steps: 
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Fig. 4. Example of shift and spatial-temporal feature 

Calculating the Spatial-Temporal Feature of Each TOD. The spatial-temporal 
feature of TOD is defined as a triple, denoted by ்݂ ைሬሬሬሬሬሬሬሬԦൌ൏ ,ݐܶ ,ݐܿܲ ௗݐܿܲ , where ܶݐ  represents the total number of shifts from ܱܶܦ to ܱܶܦௗ in ܱܶܦ௧  ݐܿܲ .
represents the proportion of ܶݐ in shift amount of leaving ܱܶܦ , ܲܿݐௗ represents 
the proportion of ܶݐ in shift amount of arriving at ܱܶܦௗ . The triple is created by 
feature selection which captures traffic flow more effectively. 

The example of spatial-temporal feature is presented in Fig 4 in which the triple of ܱܶܦሺܱܶܦ୭ ൌ ܽ, ୢܦܱܶ ൌ ܾሻ is ൏ 5, ହହାଷା , ହହାସ  ൌ൏ 5, ଵଷ , ହଽ . 

Obtaining the Spatial-Temporal Density. The spatial-temporal density is capable of 
capturing the behavior similarity among the k-nearest neighbors which is computed as 
follows: ݀݁݊ሺܱܶܦ, ݇ሻ ൌ ቀ∑ ௗ௦௧ሺ்ை,௧ௗሻאಿሺೀವ,ೖሻ|ேሺ்ை,ሻ| ቁିଵ

              (1) 

Where ܰሺܱܶܦ, ݇ሻ is the set containing the k-nearest neighbors of 
TOD, |ܰሺܱܶܦ, ݇ሻ| is the size of this set. The distance between TOD and one of its k-
nearest neighbors is computed by the following formula: 

,ܦሺܱܶ݁ܿ݊ܽݐݏ݅݀ ሻ݀ݐ ൌ ටฮ்݂ ைሬሬሬሬሬሬሬሬԦ െ ௧݂ௗሬሬሬሬሬሬሬԦฮଶ
                 (2) 

Euclidean distance is used here and the spatial-temporal feature should be  
standardized. 

Detecting ATODs Based on Spatial-Temporal Density of TOD. Formula 1 shows 
the density of each TOD is relative among k-nearest neighbors. If the density of TOD 
is small, this TOD will present big difference among k-nearest neighbors. The TOD 
which has extreme small density is defined as ATOD. 

Here density-deviation method is proposed first step of which is to calculate the 
deviation between the density of TOD and average density of its k-nearest neighbors 
according the following formula: 
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,ሺ݀݁݊݊݅ݐܽ݅ݒ݁݀ ݇ሻ ൌ ௩ିௗ௩ ݊݁ܦ݃ݒܽ ݂݅     ݀݁݊            (3) 

Where ܽ݊݁ܦ݃ݒ is the average density of the TOD’s k-nearest neighbors. ݀݁݊ is 
smaller than ܽ݊݁ܦ݃ݒ because ATODs always have smaller density than others. Then 
the TOD whose deviation exceeds the pre-defined threshold s is deemed as ATOD. 

3.3 Discovering Outlier Causal Relationship 

Constructing Anomalous DAG. The core of Anomalous DAG algorithm is to do 
depth-first search with strong pruning for all the ATODs. The algorithm is highly 
efficient especially dealing with large-scale data which is demonstrated in section 5. 
Specifically, the input of algorithm is a set of ATODs, and output is a set of connected 
DAGs. Algorithm of SearchMaxDepth showed below is a recursive function to find 
the max depth of ATOD which is the basic to build anomalous DAGs. Pruning step is 
executed immediately if an ATOD has been visited. 

Compared with STOTree algorithm [8], Anomalous DAG is much more efficient. 
Suppose there are T time intervals in total and the amount of ATODs in i-th time 
interval is ܯ . STOTree algorithm needs to search the amount of ∑ ܯ · ାଵ்ିଵୀଵܯ   
ATODs, but AnomalDAG algorithm just needs ∑ ୧்ୀଵܯ  ATODs. 

Algorithm of SearchMaxDepth(atod) 
maxDepth ՚ 1; 
valueSet ՚ the value list of atod; 
for each ATOD a in valueSet do 
  if(a is visited before ) then 
    dep ՚ a.depth; 
  else 
    dep ՚ SearchMaxDepth(a); 
  end if 
  if maxDepth < dep + 1 then 
    maxDepth ՚ dep + 1; 
  end if 
end for 

Multi-causes Analysis. Outlier causal relationship can be extracted based on the 
depth of each ATOD as shown in Fig 5: left part shows the example of connected 
anomalous DAGs, there are four consecutive time intervals from t1 to t4 in time order 
and ATODs with depth value at top right corner. Two connected DAGs are extracted 
as shown in right part by multi-causes analysis which reflects the outlier causal rela-
tionship: ATOD D is caused by both ATOD A and B, continue influences ATOD E and 
F. ATOD G causes H and I, then lead to ATOD J finally.  
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Fig. 5. Example for process of discovering causal relationship 

4 Results and Discussion 

In this section, experiments are conducted using taxi trajectory data on the traffic 
network in the urban area of Tianjin. 

4.1 Parameters and Data 

The urban area is partitioned using Region-Based Traffic Model. Related information 
about parameter and data are presented in table 1. 

Table 1. Basic information of parameter and data 

Item Value 
Total Region Amount 1,351
Region Road Amount 12,886

Time Interval 20min
Data Type taxi GPS data

GPS Record Time 2012.10.01-2012.10.31 
Total GPS Amount 387,078,842

4.2 Analysis on Region-Based Traffic Network 

In this subsection, experiments are conducted between PNPoly (all regions traversal) 
and Grid-Based PNPoly algorithms to map GPS points to corresponding regions and 
compare their time efficiency. In Grid-Based PNPoly algorithm, we divide the map 
into 400 grids equally and preprocess to obtain the regions mapped to each grid. 

Table 2. Maximum region amount(MRA) associated with grid  

Algorithm Grid Amount MRA 

PNPoly 1 1,351 
grid-based PNpoly 20*20 29 
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As illustrated in Table 2, the maximum region amount associated with grids in 
Grid-Based algorithm is much smaller than PNPloy algorithm. As shown in Fig 6, 
When GPS points increase, time used in PNPoly algorithm increases substantially, 
however time used in Grid-Based algorithm grows linearly. 

 

Fig. 6. Time used Comparison of mapping GPS points 

4.3 Analysis on Anomalous DAG 

Experiments between anomalous DAG and outlier tree are conducted in this subsec-
tion and density deviation threshold is set between 0.4 and 0.5. As shown in Fig 7, 
when the density deviation threshold decreases, time used of building anomalous 
DAG grows almost linearly, while outlier tree dramatically increases, showing expo-
nential growth.  

 

Fig. 7. Time used between building anomalous DAG and outlier tree under different settings of 
density deviation threshold 

More importantly, the outlier causal relationship discovered by anomalous DAG 
better coincides with causal events in real life. A significant event is as follows: 

According to People’s Daily·Tianjin Windows report in October 4th, Tianjin Park is 
closed because of rebuilding during the National Day, townspeople prefer to play in 
Tianjin Water Park instead. On October 1st the traffic flow increases by forty percent 
than usual around Water Park. Traffic jams once occurred during rush hours on some 
roads. 
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Anomalous DAG algorithm successfully detects this event (Fig 8(a)), by multi-
cases analysis we obtain an anomalous DAG from 7:00am to 9:30am, which shows 
the traffic jam in the Water Park East Road(A) caused the traffic jam in Water Park 
North Road(B), Tianta Street(C) and Cangqiong Street(D), and finally resulted in the 
traffic jam in Weijin South Road(E). 

 

Fig. 8. Outlier causal relationship compared between anomalous DAG and outlier tree 

While outlier tree algorithm only detects the event of Water Park East Road(A) to 
Water Park North Road(B), then to Weijin South Road(C), as shown in Fig 8(b). The 
main reason is that in anomalous DAG algorithm each traffic anomaly can be caused 
by more than one traffic anomaly by multi-causes analysis while outlier tree algo-
rithm is single-cause. So the anomalous DAG is superior to outlier tree both in time 
complexity and effectiveness of model. 

5 Conclusion 

In this paper, Grid-Based PNPoly algorithm is firstly used to map each GPS point to 
the corresponding region in Region-Based Traffic Model which is proved to be effi-
cient. Then we propose the anomalous DAG model to discover the causal relationship 
among traffic anomalies. Experiments based on large-scale taxi trajectory data are 
conducted to demonstrate the anomalous DAG algorithm is almost linearly and multi-
causes analysis helps reflect the causal relationship more effectively. In the future, we 
will improve our model to detect outlier causal relationship in traffic network more 
precisely. 
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Abstract. This paper implements a semi-supervised text classification method by 
integrating Paragraph Distributed Representation (PDR) with Extreme Learning 
Machine (ELM) training algorithm. The proposed Paragraph Distributed Repre-
sentation-Extreme Learning Machine hybrid classification approach is named as 
PDR-ELM. Paragraph Distributed Representation is a recently proposed feature 
selection method based on neural network language model, while Extreme Learn-
ing Machine is well known as its high performance in classification. We propose 
PDR-ELM hybrid classification approach with the objective to minimize the 
training time and raise the classification accuracy meanwhile. We conduct expe-
riments on a real research paper datasets crawled from Web of Science (WOS). 
Results show that the proposed PDR-ELM can achieve an accuracy of 81.01% 
and a training time of 5.1324 seconds on the datasets. 

Keywords: Text classification · Paragraph distributed representation · Extreme 
learning machine 

1 Introduction 

Text Classification is a basic task in Natural Language Processing and plays an  
important role in many applications, e.g., web search, recommendation system and 
research paper categorization. One important pre-processing step before classification 
is text representation or feature selection. Perhaps the most common representation of 
text is the one-hot representation or bag of words [1] One-hot representation  
transforms the text into a feature vector which has the same length as the size of the 
vocabulary and only one dimension is on. Traditional methods on basis of one-hot 
representation such as Naive Bayes [2] or Latent Dirichlet Allocation [3] have been 
widely used for text classification for its efficiency and simplicity. However, such 
representation of text has many flaws: it overlooks the order and structure of text and 
cannot evaluate the similarity between documents. Moreover it always suffers from 
data sparsity when the vocabulary size increases. 

Recent works in Nature Language Processing have shown that Neural Network 
language models [4] have demonstrated outstanding performance in a variety of tasks 
[5] [6].Instead of using traditional one-hot representation, these methods use the dis-
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tributed representations which map text or word into a dense real continuous vector 
using unsupervised approaches, and achieved a variety of state-of-art improvements 
in many tasks [7] [8]. Interesting thing is that these representations are less human 
interpretable than previous methods, they seem to work well in practice. 
Especially,Q.V. Le [9] show that their method, Paragraph Vectors, capture many 
document semantics in dense vectors and that they can be used in classifying movie 
reviews or retrieving web pages. 

In this paper, we proposed a semi-supervised text classification method which is 
inspired by the recent work in learning paragraph representations of words using 
neural networks. In our model, the features of texts are generated by a forward neural 
network and then stacked into the Extreme Learning Machine [10].The ELM use parts 
of features to train the model and then to classify testing texts. Experiments results 
show that the proposed PDR-ELM can get a good performance on the datasets 

The remainder of this paper is organized as follows. In Section 2, we discuss re-
lated work; Section 3 describes the pipeline of PDR-ELM, especially focuses on dis-
cussing the Paragraph Distributed Representation and Extreme Learning Machine 
algorithm; Section 4 describes the experiments, and we discuss in Section 5. 

2 Related Works 

Feature Selection is an important step to classify texts. Due to the success of deep learn-
ing method recently, distributed representation becomes a popular feature selection 
method in many task. A distributed representation of a symbol is a tuple (or vector) of 
features which represents raw symbol in a dense, low dimensional, and real-valued 
form. Word or Paragraph Distributed representations is also called word embeddings or 
paragraph embeddings. Each dimension of the embeddings represents a latent feature of 
word or paragraph, hopefully capturing useful syntactic and semantic properties. The 
idea of distributed representation was first proposed by Hinton [11].Bengio, Ducharme, 
Vincent and Janvin [4] proposed a Neural Probabilistic Language Model (NPLM) 
which can exploit distributed representations of symbolic data and character sequences. 
Bengio, Ducharme, Vincent and Janvin [4] demonstrated that distributed representations 
for symbols combined with neural network can surpass standard n-gram models in 
many tasks. Mnih and Hinton [12] speeded up model evaluation during training and 
testing by using a hierarchy to exponentially filter down the number of computations 
that are performed. The model, combined with this optimization, is called the hierar-
chical log-bilinear (HLBL) model. Mikolov, Karafiát, Burget, Cernocký and Khudanpur 
[13] proposed a Recurrent Neural Network Language Model(RNNLM) which can learn 
to compress whole history of text in low dimensional space, while Whereas feed-
forward networks model such as NPLM only exploit a fixed context length to predict 
the next word of a sequence. Sundermeyer, Schlüter and Ney [14] replaced the simple 
recurrent neural network with Long Short-Term Memory neural network for Language 
Modeling to overcome the vanishing gradient problem. Mikolov, Sutskever, Chen, 
Corrado and Dean [15] introduced continuous bag-of-words(CBOW) and skip-gram 
architectures for learning high quality distributed representations of words from large 
amounts of unstructured text data , Mikolov implemented these model into an open 
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source toolkit called word2vec[16].Q.V. Le [9] proposed a Paragraph Distributed Re-
presentation named Paragraph vector model, an unsupervised algorithm that learns 
fixed-length feature representations from variable-length pieces of texts, such as sen-
tences, paragraphs, and documents. 

After doing the feature selection of text, Feedforward Neural Networks (FNN) [17] 
and Support Vector Machines (SVM) [18] are usually popular classifiers. It is clear 
that the feedforward neural networks has a far slower learning speed in general than 
required and it has been a major bottleneck in their applications for past decades. Due 
to their outstanding classification capability, support vector machine and its variants 
such as least square support vector machine (LS-SVM) have been widely used in 
binary classification applications [19]. The conventional SVM and LS-SVM cannot 
be used in regression and multi-class classification applications directly although 
different SVM/LS-SVM variants have been proposed to handle such cases [20]. 
While both face some challenging issues such as: intensive human intervene, slow 
learning speed, poor learning scalability. Recently, extreme learning machine (ELM) 
has been proposed for training single hidden layer feedforward neural networks 
(SLFNs) [10]. Compared to traditional FNN learning methods, ELM is remarkably 
efficient and tends to reach a global optimum. Theoretical studies have shown that 
even with randomly generated hidden nodes, ELM maintains the universal approxi-
mation capability of SLFNs [21]. 

3 Pipeline of PDR-ELM 

Figure 1 describes the pipeline of our semi-supervised text classification method. After 
splitting the raw text into training set and testing set, we tokenize the raw texts, and sack 
them into the PV-DM model to get the paragraph distributed representation, thus every 

document id  in the whole documents set is associated with a feature vector iw , and 

then we use feature vectors of training set 
1 2{ , , , }Training nW w w w= … and its classid set 

{1, 2, }K k=   to train the ELM model. After the model converges, we use the feature 

vectors of testing set 
1 2{ , , , , }testing j mW w w w w= …  and the ELM model to find the class 

ID of every document in the testing set, we denotes the result as 

arg max ( ( | , ))j k jk p k w β= , where β is the parameters of ELM model learned in 

the training set. 

 

Fig. 1. Pipeline of proposed PDR-ELM model  
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3.1 Paragraph Distributed Representation 

Paragraph Distributed Representation adds a temple memory vector to the stands 
neural network Language Model [15] which aims at capturing the semantic of the 
whole paragraph. And the authors name this model “Distributed Memory Model of 
Paragraph Vectors (PV-DM)”. 

 

Fig. 2. The distributed memory model of Paragraph Distributed Representation 

Figure 2 shows the framework of distributed memory model of Paragraph Distri-
buted Representation. In the model, every word is mapped into a feature vector w
which is a column of matrix W, and a paragraph id is also mapped into a vector which 

is a column of Matrix D. The concatenation or sum of the paragraph vector jp and its 

local context word vectors 1 1, , ,i i kw w w+ −⋅ ⋅⋅ is then used as features by softmax func-

tion to predict the next word in a sentence. 
Figure 3 shows another framework of paragraph distributed representation which is 

named “Distributed Bag of Words” (PV-DBOW) model: 

 

Fig. 3. The distributed bag of words model of Paragraph Distributed Representation 

Unlike PV-DM, PV-DBOW not only trains the paragraph vectors but also trains 
word vectors to predict the adjacent words. The entire model is trained by stochastic 
gradient descent.  
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3.2 Extreme Learning Machine 

Extreme Learning Machine (ELM) was proposed for generalized single-hidden layer 
feedforward networks where the hidden layer need not be neuron alike [10]. ELM 
was originally inspired by biological learning and proposed to overcome the challeng-
ing issues faced by BP learning algorithms. 

 

Fig. 4. The architecture of extreme learning machine [10] 

The output function of basic ELM is: 

 
1

(x) (x) (x)
L

L i i
i

f h hβ β
=

= = , (1) 

where 1( ) [ ( ), , ( )]Lh x h x h x= ⋅⋅⋅ is output vector of hidden layer with regard to x , 

and [ , , ]T
Lβ β β= ⋅⋅⋅ is weights of ( )h x .Different output functions may be used in 

different hidden neurons. In particular, in real applications ( )ih x  can be: 

 (x) (a ,b , x) a ,d
i i i i ih G R b R= ∈ ∈ , (2) 

where (x) (a , b , x)i i ih G= is a nonlinear piecewise continuous function satisfying 

ELM universal approximation capability theorems [21].Usually, (x)ih  can be a sig-

moid、Sigmoid function、Fourier function、Hardlimit function、Gaussian 
function、Multiquadrics function and etc. 

ELM trains in two main stages: random feature mapping and linear parameters 
solving. In ELM, the hidden node parameters (a ,b )i i

are randomly generated accord-

ing to any continuous probability distribution instead of being explicitly trained, lead-
ing to remarkable efficiency compared to traditional BP neural networks. And the 
target of ELM is as follows: 

 min
Lxm

T

R
H T

β
β

∈
− , (3) 

X
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whereT is the training data target matrix, and 
 
notes the Fresenius norm. The 

optimal solution to (3) is given by： 

 * H Tβ += , (4) 

where H + denotes the Moore–Penrose generalized inverse of matrix H . 

4 Experimental Evaluation 

4.1 Datasets 

To demonstrate the effectiveness of the proposed PDR-ELM method on real datasets, 
we used the search engine of web of science (WOS) to inquire by the field of topics, and 
got 25000 bibliography records1 with five topics: politics、military、geography、 
biology、education，then we divided the each type of records into training set and 
testing set. The details of datasets are displayed as follows. 

Table 1. Details of datasets crawled from the WOS  

Category #train #test 

politics 3750 1250 

military 3750 1250 

geography 3750 1250 

biology 3750 1250 

education 3750 1250 

4.2 Results 

In the experiments, we use three different output functions of Extreme Learning  
Machine: sigmoid function、radaus function and sin function. To evaluate the three 
output function’s performances on the same datasets, we conducted series of experi-
ments, and the results are listed as follows: 

Table 2. Evaluation results of text classification by PDR-ELM 

Model 
Time(Seconds) Number of  

Hidden Neurons 

Accuracy 

Train Test Train Test 

PDR-ELM 
(sigmoid) 

5.1324 0.3276 200 0.8238 0.8101 
62.1508 1.0452 900 0.8574 0.8203 
81.0581 1.1544 1000 0.8633 0.8197 

PDR-ELM 
(radaus) 

5.2416 0.3900 200 0.6506 0.6195 
64.1320 1.2168 900 0.8055 0.7616 
79.6385 1.2168 1000 0.8145 0.7629 

PDR-ELM 
(sin) 

5.7720 0.3120 200 0.4812 0.4509 
64.4752 1.0764 900 0.6797 0.6139 
79.7789 1.1076 1000 0.6875 0.6213 

                                                           
1 https://github.com/crack521/Datasets-of-PDR-ELM 
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       Fig. 5. Accuracy of PDR-ELM             Fig. 6. Training time of PDR-ELM 

From table 2 we can conclude than PDR-ELM with a sigmoid output function has 
the best performance on the dataset, and PDR-ELM (sigmoid) with 200 hidden neu-
rons can both have a little training time and better accuracy than other. 

5 Discussion 

In this paper, we propose a semi-supervised text classification method named PDR-
ELM, aiming to incorporate Paragraph Distributed Representation and Extreme 
Learning Machine to improve the accuracy of text Classification and reduce the train-
ing time. We conduct experiments on a real dataset crawled from web of science da-
tabase, and we evaluate three different types of PDR-ELM on the same datasets and 
find the best number of hidden neurons at last. Several promising directions remain to 
be explored. In the paper, we combine the Paragraph Distributed Representation and 
Extreme Learning Machine do to a text classification task, while [22] shows that Ex-
treme Learning Machine also can do a better presentation learning. Using the ELM to 
learning the distributed representation of text is also worth investigating as it might 
result in a better text representations. 

References 

1. Harris, Z.S.: Distributional structure. Word (1954) 
2. Eyheramendy, S., Lewis, D.D., Madigan, D.: On the naive bayes model for text categori-

zation (2003) 
3. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent dirichlet allocation. The Journal of Machine 

Learning Research 3, 993–1022 (2003) 
4. Bengio, Y., Ducharme, R., Vincent, P., Janvin, C.: A neural probabilistic language model. 

The Journal of Machine Learning Research 3, 1137–1155 (2003) 
5. Collobert, R., Weston, J.: A unified architecture for natural language processing: Deep 

neural networks with multitask learning. In: Proceedings of the 25th International Confe-
rence on Machine learning, pp. 160-167. ACM (2008) 

100 200 300 400 500 600 700 800 900 1000

0.4

0.5

0.6

0.7

0.8

0.9

1

Number of Hidden Neurons

A
cc

ur
ac

y

 

 

PDR-ELM (sigmoid)Training Set

PDR-ELM(sigmoid)Testing Set

PDR-ELM(radbas)Training Set
PDR-ELM(radbas)Testing Set
PDR-ELM(sin)Training Set

PDR-ELM(sin)Testing Set

100 200 300 400 500 600 700 800 900 1000
0

10

20

30

40

50

60

70

80

90

Number of Hidden Neurons

T
im

e(
se

co
nd

s)

 

 

PDR-ELM(sigmoid) Training Set
PDR-ELM(sigmoid)Testing Set

PDR-ELM(radbas)Training Set
PDR-ELM(radbas)Testing Set

PDR-ELM(sin)Training Set
PDR-ELM(sin)Testing Set



88 L. Zeng and Z. Li 

6. Huang, E.H., Socher, R., Manning, C.D., Ng, A.Y.: Improving word representations via 
global context and multiple word prototypes. In: Proceedings of the 50th Annual Meeting 
of the Association for Computational Linguistics: Long Papers, vol. 1, pp. 873-882. Asso-
ciation for Computational Linguistics (2012) 

7. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations 
in vector space (2013). arXiv preprint arXiv:1301.3781 

8. Adar, E., Dontcheva, M., Laput, G.: CommandSpace: modeling the relationships between 
tasks, descriptions and features. In: Proceedings of the 27th Annual ACM Symposium on 
User Interface Software and Technology, pp. 167-176. ACM (2014) 

9. Le, Q.V., Mikolov, T.: Distributed Representations of Sentences and Documents ICML 
(2014) 

10. Huang, G.-B., Zhu, Q.-Y., Siew, C.-K.: Extreme learning machine: theory and applica-
tions. Neurocomputing 70, 489–501 (2006) 

11. Hinton, G.E.: Learning distributed representations of concepts. In: Proceedings of the 
Eighth Annual Conference of the Cognitive Science Sociey (1986) 

12. Mnih, A., Hinton, G.E.: A scalable hierarchical distributed language model. In: NIPS,  
pp. 1081-1088 (2009) 

13. Mikolov, T., Karafiát, M., Burget, L., Cernocký, J., Khudanpur, S.: Recurrent neural net-
work based language model. In: INTERSPEECH 2010, 11th Annual Conference of the In-
ternational Speech Communication Association, Makuhari, Chiba, Japan, pp. 1045-1048 
(2010) 

14. Sundermeyer, M., Schlüter, R., Ney, H.: LSTM neural networks for language modeling. 
In: INTERSPEECH (2012) 

15. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed representations 
of words and phrases and their compositionality. In: Advances in Neural Information 
Processing Systems, pp. 3111-3119 (2013) 

16. Mikolov, T., Yih, W.-t., Zweig, G.: Linguistic regularities in continuous space word repre-
sentations. In: HLT-NAACL, pp. 746-751 (2013) 

17. Bebis, G., Georgiopoulos, M.: Feed-forward neural networks. IEEE, Potentials 13, 27–31 
(1994) 

18. Joachims, T.: Text categorization with support vector machines: learning with many rele-
vant features. In: Nédellec, C., Rouveirol, C. (eds.) ECML 1998. LNCS, vol. 1398,  
pp. 137–142. Springer, Heidelberg (1998) 

19. Suykens, J.A., Vandewalle, J.: Least squares support vector machine classifiers. Neural 
Processing Letters 9, 293–300 (1999) 

20. Huang, G.-B.: An insight into extreme learning machines: random neurons, random fea-
tures and kernels. Cognitive Computation 6, 376–390 (2014) 

21. Huang, G.-B., Chen, L., Siew, C.-K.: Universal approximation using incremental construc-
tive feedforward networks with random hidden nodes. IEEE Transactions on Neural  
Networks 17, 879–892 (2006) 

22. Kasun, L.L.C., Zhou, H., Huang, G.-B., Vong, C.M.: Representational learning with ELMs 
for big data. IEEE Intelligent Systems 28, 31–34 (2013) 



© Springer International Publishing Switzerland 2015 
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 89–97, 2015. 
DOI: 10.1007/978-3-319-20472-7_10 

Network Comments Data Mining-Based Analysis Method 
of Consumer’s Perceived Value 

Jiaming Lv(), Quanyuan Wu, Jiuming Huang, and Sheng Zhu 

College of Computer, National University of Defense Technology, Changsha 410073, China 
434757676@qq.com 

Abstract. The user comments on e-commerce websites convey what users think 
of the goods sold. Thus when deciding the price of a goods, sellers should take 
many elements into consideration, including cost, price given by the competi-
tors, estimated profit and, what’s more, consumer’s perceived value. Based on 
the analysis of the factors which influence consumer’s perceived value, we in-
troduces a term called consumer cognitive property of product for the first time. 
Meanwhile, a data mining method based on text clustering is proposed. We 
crawled millions of comments from e-commerce website. Then extracted the 
consumer cognitive properties by a variance cumulative method and cluster 
these properties based on K-means. After these steps, most impressive influen-
cing factors of the product on consumer’s perceived value are extracted to assist 
the sellers to make final pricing strategies. An evaluation performed with the 
collections crawled from taobao shows that our algorithm works great. 

Keywords: Consumer perceived value · Data mining · Variance cumulative 
method · Text clustering 

1 Introduction 

Perceived value is the worth that a product or service has in the mind of the consumer 
and the consumer's perceived value of a good or service affects the price that he or 
she is willing to pay for it. People understand perceived value mainly from two pers-
pectives. One is raised by Zeithaml [1] that consumer’s perceived value can be ana-
lyzed from the aspect of value comparison. According to Zeithaml, “Perceived value 
is the consumer’s overall assessment of the utility of a product based on perceptions 
of what is received and what is given”. The other one is raised by Sweeney and Soutar 
[2] who thought that multiple value dimensions explain consumer choice better, both 
statistically and qualitatively, than does a single ‘value for money’ item and should 
produce superior results when investigating consumption value. 

If a company greatly overestimates its consumers’ perceived value, leading to its 
overpricing, then the predicted sales quantity would be hard to achieve. Otherwise, if 
a company underestimates its consumers’ perceived value, leading to its underpricing, 
then the income earned would be reduced. Thus before setting the initial price of a 
product, a company should do enough market research to get enough knowledge of its 
consumers’ demand preference and then consumer’s perceived value of the product 



90 J. Lv et al. 

should be determined by its various attributes such as general purpose, quality, brand 
and so on [3]. Then within the initial condition, feasible sales volume should be antic-
ipated and target cost with sales income should be analyzed. After comparing the cost 
with income and the sales volume with the price, the company can ensure the feasibil-
ity of the pricing plan. Then the final price can be decided. 

Online comments contain lots of valuable information, including consumers’ attitude 
to the appearance and quality of a product as well as the feelings after use. They are all 
the factors which influence the consumer’s perceived value. When the potential consum-
ers see the comments, their perceived value of the product will be influenced. Using the 
method of data mining, this essay will extract the useful information from the comments 
to assist the companies and consumers to make decisions. 

The main contribution made by this paper is to mix finance and computer science 
together and solve the economic issues by using data mining related techniques. First 
of all, we proposed the consumer’s perceived value model analyzing factors which 
influence consumer’s perceived value. Then extracts product information from the 
online trade comments using the variance cumulative method and analyzes the in-
fluential factors extracted from the comments. After that, we map the attribute words 
into vectors of a language model by word2vec model considering that the distance 
between similar semantic words in vector space is small. Finally, K-means clustering 
algorithm is used to cluster the vectors related to the words. 

2 Research Status 

In the past twenty years, consumer’s perceived value has attracted people’s long-term 
attention in the area of marketing. It plays a key role in predicting consumer purchase 
behavior. It can also explain consumer preference in a given situation very well. 

Woodruff [4] has summarized three characteristics of consumer’s perceived value  
(1) the relationship between consumer’s perceived value and the use of the product; 
(2) consumer’s perceived value is decided by consumer’s perception of the product, 
not by the salesman; (3) the perception usually indicates what the consumer has to give 
up in return of what he or she can receive. 

Based on the characteristics mentioned above, Woodruff proposes that consumer’s 
perceived value is, in certain situations, the assessment and preference of the 
attributes of a product and, in addition, is the perception of the results achieved after 
using the product. 

Woods [5] once indicated that consumers can experience the purchase in the at-
mosphere of imagination, emotion and appreciation and a product is just a representa-
tion of the consumption experience. What people really want is not the product itself 
but a satisfactory purchase experience and the feelings they love. The amazing expe-
rience and feelings are the value that the consumers perceive during the purchase. 

Though the researches above propose the origin and definition of consumer’s  
perceived value, the importance of perceived value and how the consumer purchase 
behavior is influenced by the perceived value, the components which form the  
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consumer’s perceived value are not introduced. Moreover the influences on perceived 
value caused by the components are not analyzed as well in today's popular B2C 
business model. 

Taking the previous theories into account, this essay proposes the consumer’s per-
ceived value model. It holds the view that the basis of the consumer’s perceived value 
theory is utility theory. Then the influence factors of consumer’s perceived value are 
discussed from two aspects. 

Meanwhile, the important technique used in this essay is text clustering. In the 
past, text clustering of a certain field is usually carried out by experts in that field. 
Though the accuracy is ensured, it is a waste of time and money. Thus, with the de-
velopment of natural language processing and machine learning technology, a lot of 
researches on automatic text clustering of a certain field have been carried out in these 
years and  many research results have been achieved. For example, Li Jie etc [6] put 
forward semantic automatic classification based on the "CNKI", refining its sub-
classes. Using the feature extraction method of text classification, Liu hua [7] clusters 
the words in the field to obtain a large scale of field acknowledge. However, attribu-
tion extraction is greatly disturbed by data sparseness and data noise. Sometimes  
obvious mistakes can appear. Kang Tiegang etc [8] proposed the word clustering 
method based on large-scale annotated corpus. According to Kang, they find out the 
words from the corpus of the qualifier and the words in the corpus with the same co-
occurrence frequency. Then attribute vector is formed and clustering analysis is car-
ried out. However this method needs enormous corpus of qualifier. Google has devel-
oped a toolkit named word2vec based on deep learning. The toolkit can map each 
word into a vector and cluster them by the similarity of different words. However this 
method doesn’t work very well on small-scale corpus clustering. Therefore, this essay 
presents a new text clustering method. This method is a combination of word2vec and 
K-means. The combination makes the outcomes more accurate and reasonable. 

3 Analysis of Relevant Knowledge 

3.1 Consumer’s Perceived Value Model 

Profit is the main objective of a company. When pricing a product, companies always 
pursue the price to be as high as possible. To raise the price of the product, companies 
must use some effective methods, while the perceived value pricing is a good tool. 
From the definition of consumer’s perceived value mentioned above, we can find that 
if the consumer’s perceived value of a product is quantified, the consumers of the 
product can set an acceptable price range to guide the companies to price their new 
products. The level of consumer awareness is in a positive correlation with the price 
level [9], that consumer awareness of high-value products, product pricing can be set 
too high. Therefore, companies can influence consumer’s perceived value by factors, 
such as improving product quality, improving product packaging, using the price of 
the psychological implications and other means to enhance the value of consumer 
awareness and to raise prices. 
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former in the relevance ranking in importance. So we need to give every Chinese 
word a weight. The ability to predict the theme of a word, the stronger the greater the 
weight, on the contrary, the smaller weights. We see the "algorithm" in a Web page, 
more or less understand the subject of the article. We see the "apply" once, but the 
subject is basically known nothing. Therefore, the "algorithm" weight should be larg-
er than the applied. 

Based on the sales of goods (the number of orders) in descending order, these 
product classification ranking list, which is a hot commodity before K per cent, the 
rest is unsalable merchandise. Reviews for the purchase of these goods and outlets of 
the publicity title word processing and other commodities, extract the noun part of 
speech the word set. Because selling goods relatively high degree of consumer focus, 
representative, while those with lower sales of merchandise are more likely to be 
some water or other non-military concerns normal buyers of goods, does not have a 
representative. Therefore, to prevent a large number of comments are not representa-
tive and advocacy word among a small number of key coverage and the right to have 
a representative misleading keyword weight, we used to distinguish between positive 
and negative attributes weighted word processing rules commodity extraction.Let Wi 
belong to Uk(w). 

Q(Wi) = Q(Wi) + I(k) .                         （1）  Iሺkሻ ൌ ൜ α           k א Top kെβ           Others       .                           （2） 

Table 1. The Variance Cumulative method 

Algorithm : The Variance Cumulative method 
For Wi in Uk(w): 

If k < K 
   I(k) = α 

Else 
I(k) = -β 

End 
Q(Wi) += I(k) 

End 
 

Wherein, Uk(w) stands for the k-th set of keywords and Q (Wi) is the weight of key-
word W. α and β are the keyword weighting coefficient of positive and negative  

3.3 Commodity-Based K-means Clustering Properties of Words 

Online reviews by the user freedom to fill in, everyone used to vary, so the same kind 
of product attributes will be described by different words, for example, in the digital 
camera reviews in "shell", "look" of the "look" and "shape "and other words referring 
to the appearance of this camera about the same kind of property. Diversified property 
makes the word too trivial to extract attribute information is not easy to attribute the 
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word frequency statistics and analysis. Therefore, this paper developed a method with 
the same, similar to the meaning of the word automatic clustering properties. 

Word2vec is a form of the word is converted into a vector tool. You can simplify 
the handling of text content for the vector space vector calculation and calculate the 
similarity vector space to indicate the similarity of text semantics [11]. 

Prototype is thought Word2Vec NNLM language model based on the following 
structure, figure 2: 

 

 

Fig. 2. NNLM language model 

In the figure, by mapping between each input word is converted to a vector C, that (1-ݐݓ) ܥ represents the word 1-ݐݓ vector. The output is a vector with the i-th element 
is the probability (1-ݐ1ݓ | ݅ = ݐݓ) . Training objectives model are: 

Max Likelihood : 1/ܶΣt݈݂݃(ݐݓ,…, 1−ݐݓ,ݐݓ−n+2,1+݊−ݐݓ;θ)ݐ+ܴ(θ)  
Where θ is the parameter, ܴ (θ) as a regular item, the output layer using softmax 

function: (ݐݓ ,…,1−ݐݓ|ݐݓ −n+2,1+݊−ݐݓ)=eݐݓݕ/Σi݁݅ݕ .Where each output word ݅ݕ is 
not normalized log probability i is calculated as follows: ݔܹ+ܾ=ݕ+ܷtanh(݀+ݔܪ). 

Using stochastic gradient descent method to optimize this model, but after optimi-
zation, we get a certain word corresponding word from the output vector y in. After 
word to get to scale, we can directly calculate different word vector cosine distance, 
as the "distance" between different words. Because word2vec calculation is the cosine 
distance range is between 0-1, the larger the value the greater the representative corre-
lation of these two words, so the closer the row above the word then the word entered. 
After this, the use of K-means clustering algorithm to come together almost like a 
word. 

Purely from the perspective of word analysis of two product attributes similarity be-
tween words (on the appearance of the goods described in terms of colors, size, etc.), you 
need to analyze the semantic properties of words, the current data mining methods are 
difficult to effectively achieve. Therefore, we turn from the method of statistical analysis 
to measure the similarity of the properties of the word [12]. First, build a collection that 
contains the word of comment on each word to these comments aggregated into a docu-
ment. Then, similar to the calculation of the similarity of web pages using TF-IDF we 
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can comment document is mapped to a vector space, calculate the distance between the 
document vector cosine similarity resulting documents between the two comments. 
Comments document the use of the appropriate word similarity indicate similarity. Based 
on this, we have a corresponding word comments in the document vector space mapping 
algorithms use K-Means clustering process. Specifically: 

1) Initialize K centers;2) Calculate distance between the corresponded document 
vector of each word and each centers;3) Assign each word to the nearest center, all 
words around each center point is marked as a cluster;4) Calculate the center of each 
cluster. i.e., the average value of the cluster document vectors;5) Calculate change 
values between new centers and centers of the last iteration;6) If the changing value is 
less than the threshold value set, then output the results of the clustering, otherwise 
repeat steps 2-5 until convergence. 

4 Experimental Results and Analysis 

4.1 Experimental Data 

We crawled thousands of transactions from Taobao on 2014. Parsed pages and ex-
tracted data including online comment, transaction number, the seller account, pur-
chase date and other information. 

4.2 Experimental Process (Design) 

Firstly, in the experimental preparation stage, this paper will be cleaned after the data 
format, retaining only comment content to remove punctuation. Then, put one hun-
dred thousand comments were divided into three groups compared. Secondly, differ-
ences in scoring algorithm comment content word segmentation and obtain property, 
and do a word frequency statistics. (Table 2) 

Table 2. Attribute word extraction results 

Products 1903 

Sellers 1666 

Treasure 1287 

Goods 1279 

Effect 1276 

Attitude 1224 

Quality 1206 

Brand name 1195 

 
Secondly, the treated corpus use word2vec toolset depth application of neural net-

work algorithm, converted to the corresponding word vector, the definition of the 
word vector cosine distance between the similarity between the words (Table 3). Fi-
nally, the word vector by K-means clustering algorithm to obtain the cluster can even-
tually return to the same input word corpus semantic closest word. 
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Table 3. Cosine distance between key words and attributes 

Package 

Face job 0.53736144 

Elegant-looking 0.5349589 

High-Level 0.53384054 

Top-ranking 0.50904995 

Luxury 0.47808146 

High-quality 0.47248584 

First-rated 0.4723349 

4.3 Experimental Results (Including Indicators) 

Experiments using the classical evaluation: precision and recall rates to assess the 
validation results. Precision is to determine the number of words divided by cognitive 
attribute all judged as the ratio obtained by the cognitive attribute word; Recall rate is 
defined as the number of words and the words of cognitive attributes all feed ratio of 
the number of cognitive properties of words. They are calculated as follows: 

P = A / ( A + B ).                            （3） 

R = A / ( A + C ).                            （4） 

Wherein, the meanings of A, B, C can be seen in Table 4. 

Table 4. Binary classification adjacency table 

 Words belong to the cogni-

tive attributes 

The words do not belong to 

the cognitive attributes 

Determine the properties be-

longing to the cognitive words 

A B 

Determine the properties do 

not belonging to the cognitive 

words 

C D 

 
This paper makes the following comparison test: one hundred thousand comments 

were divided into three groups, the number was 20 000, 30 000, 50 000 comments 
were tested, the results in the following table5. 

By comparing the experimental results found that when the corpus data less accu-
rate detection of low cognitive attributes. But with the increasing amount of data, the 
precision and recall rates have increased. Overall, this method precision and recall 
rates are relatively high. 
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Table 5. Results from comments tested 

Reviews Precision Recall rate 

20000 87.42% 82.32% 

30000 92.76% 85.37% 

50000 95.49% 87.28% 

5 Conclusion 

This paper analysis the meaning and significance of consumer’s perceived value. 
Moreover, we proposed to use a data mining method to measure the impact of a prod-
uct on its consumer's perceived value. We also developed an automatic clustering 
method which utilities the language model based on Deep Learning. Since K-Means 
algorithm is sensitive to the initial cluster centers and the parameters of clusters 
should be set manually. Further research can be start from this aspect.  
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Abstract. In this paper, we present a fruit fly optimization algorithm (FOA) 
based support vector machine (SVM) classification scheme, termed as FOA-
SVM, and it is applied successfully to Parkinson’s disease (PD) diagnosis. In 
the proposed FOA-SVM, the set of parameters in SVM is tackled efficiently by 
the FOA technique. The effectiveness and efficiency of FOA-SVM has been ri-
gorously evaluated against the PD dataset by comparing with the particle swarm 
optimization algorithm (PSO) optimized SVM (PSO-SVM), and grid search 
technique based SVM (Grid-SVM). The experimental results demonstrate that 
the proposed approach outperforms the other two counterparts in terms of diag-
nosis accuracy as well as the fewer CPU time. Promisingly, the proposed me-
thod can be regarded as a useful clinical decision tool for the physicians. 

Keywords: Support vector machine · Parameter optimization · Fruit fly optimi-
zation · Parkinson’s disease diagnosis · Medical diagnosis 

1 Introduction 

Parkinson’s disease (PD) is one kind of degenerative diseases of the nervous system, 
it has become the second most common degenerative disorders of the central nervous 
system after Alzheimer's disease [1]. Till now, the cause of PD hasn’t been unco-
vered. However, it is possible to alleviate symptoms significantly at the onset of the 
illness in the early stage [2]. It has also been proven that a vocal disorder may be one 
of the first symptoms to appear nearly 5 year before clinical diagnose [3]. The vocal 
impairment symptoms related with PD are known as dysphonia (inability to produce 
normal vocal sounds) and dysarthria (difficulty in pronouncing words) [4]. Therefore, 
dysphonic indicators may play essential role in the early stage of PD diagnosis. Little 
et al [5] have made the first attempt to utilize the dysphonic indicators in their study 
to help discriminate PD patients from healthy ones. In their study, support vector 
machine (SVM) in combination with the feature selection approach was taken to di-
agnose PD, the simulation results has shown that the proposed method can discrimi-
nate PD patients from healthy ones with approximately 90% classification accuracy 
using only four dysphonic features. After then, various techniques have been devel-
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oped to study the PD diagnosis problem from the perspective of dysphonic indicators, 
including Artificial Neural Networks (ANNs) [6, 7], SVM [8, 9], Dirichlet process 
mixtures [10], multi-kernel relevance vector machines [11], similarity classifier [12], 
rotation forest [13], fuzzy k-nearest neighbor (FKNN) [14].  

Among the proposed methods, SVM has shown to be a very promising tool for di-
agnosing PD. However, in our opinion despite its great potential, SVM has not re-
ceived the attention it deserves in the PD diagnosis literature as compared to other 
research fields. SVM was first introduced by Vapnik [15], which has many good 
properties and has found its application in many fields. However, it has been pointed 
out that model parameter setting has great impact on the performance of SVM [16]. 
Values of parameters such as penalty parameter C and the kernel parameter g of the 
kernel function should be properly tuned before SVM applying to the practical prob-
lems. Traditionally, these parameters were handled by the grid-search method and the 
gradient descent method. However, one common drawback of these methods is that 
they are vulnerable to local optimum. Recently, biologically inspired global optimiza-
tion methods such as genetic algorithm and particle swarm optimization (PSO) have 
been considered to have a better chance of finding the global optimum solution than 
the traditional aforementioned methods. As a new member of the swarm-intelligence 
algorithms, fruit fly optimization algorithm (FOA) [17] has been found to be a useful 
tool for real-world optimization problems such as the semiconductor final testing 
scheduling problem [18], continuous function optimization problems [19], parameter 
optimization of generalized regression neural network [20] and Least Squares SVM 
[21] for regression problems. This study attempts to employ FOA to tackle the para-
meter optimization of SVM and applied the resultant model for effective detection of 
PD. To the best of our knowledge, FOA has not been utilized to optimize the parame-
ters of SVM classifier. Therefore, this study will be the first to report the FOA opti-
mized SVM classifier and its application to PD diagnosis. 

The remainder of this paper is organized as follows. The detailed implementation 
of the FOA-SVM method is presented in section 2. Section 3 describes the experi-
mental design. The experimental results and discussion of the proposed approach are 
presented in Section 4. Finally, Conclusions and recommendations for future work are 
summarized in Section 5. 

2 Proposed FOA-SVM Model 

This study proposes a novel FOA-SVM model for parameter optimization problem of 
SVM. The proposed model was comprised of two procedures as shown in Figure 1, 
the one is the inner parameter optimization, and the other is the outer performance 
evaluation. During the inner parameter optimization procedure, the parameters of 
SVM are adjusted dynamically by the FOA technique via the 5-fold cross validation  
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Fig. 1. The flowchart of the proposed FOA-SVM diagnostic system 

(CV) strategy. And then the obtained optimal parameters are fed to SVM prediction 
model to perform the classification task for Parkinson’s disease diagnosis in the outer 
loop using the 10-fold CV strategy. 
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The classification accuracy is taken into account in designing the fitness: 

1( )K
i if avgACC testACC k== = Σ                                         (1) 

where avgACC in the function f represents the average test accuracy achieved by the 
SVM classifier via 5-fold CV strategy.  

3 Experimental Studies 

3.1 Data Description 

The Parkinson’s data was taken from UCI machine learning repository 
(http://archive.ics.uci.edu/ml/datasets/Parkinsons, last accessed: December 2014). The 
objective of this dataset is to discriminate healthy people from those with Parkinson's 
disease (PD). In the medical experiment, various biomedical voice measurements 
were recorded for 23 patients with PD and 8 healthy controls. The time since diagnos-
es ranged from 0 to 28 years, and the ages of the subjects ranged from 46 to 85 years, 
with a mean age of 65.8. Each subject provides an average of six phonations of the 
vowel (yielding 195 samples in total), each 36 seconds in length. It should be noted 
that there is no missing values in the dataset, and the whole features are real valued. 

3.2 Experimental Setup 

The proposed FOA-SVM classification model was implemented using MATLAB plat-
form. For SVM, LIBSVM implementation was utilized, which was originally developed 
by Chang and Lin [22]. We implemented the FOA algorithm from scratch. The computa-
tional analysis was conducted on Windows 7 operating system with AMD Athlon 64 X2 
Dual Core Processor 5000+ (2.6 GHz) and 4GB of RAM. Before constructing the SVM 
models, the data was scaled to the range of [0, 1] to avoid the feature values in greater 
numerical ranges dominating those in smaller numerical ranges. 

3.3 Measure for Performance Evaluation 

Classification accuracy (ACC), area under the receiver operating characteristic curve 
(AUC) criterion, sensitivity and specificity were used to test the performance of the 
proposed FOA-SVM model. ACC, sensitivity and specificity are defined as follows: 

/ ( ) 100%Accuracy TP TN TP FP FN TN= + + + + ×    (2) 

/ ( ) 100%Sensitivity TP TP FN= + ×    (3) 

/ ( ) 100%Specificity TN FP TN= + ×    (4) 

where TP is the number of true positives, FN is the number of false negatives, TN is 
the number of true negatives, and FP is the number of false positives. AUC is the area 
under the ROC curve, which is one of the best methods for comparing classifiers in 
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two-class problems. in this study the method proposed in [23] was implemented to 
compute the AUC.  

4 Experimental Results and Discussions 

The swarm size and number of generations play important role in controlling the 
search ability of FOA. Thus, we firstly investigated the impact of the three factors on 
the performance of FOA. Different sizes of swarm from 10 to 22 with step size of 2 
were evaluated when the generation is fixed to 60, the detailed results is presented in 
Table 1. From the table, we can see that the best performance was achieved when the 
swarm size is 20, where the ACC, AUC, sensitivity and specificity are 95.95%, 
92.81%, 98.52% and 87.10%, respectively. When the size of 20 is fixed, different 
generations from 20 to 120 with step size of 20 were tried. As shown in Table 2, we 
can see that the best performance of FOA-SVM is achieved when the generations are  
 

Table 1. The detailed results of FOA-SVM with different swarm size 

 

Table 2. The detailed results of FOA-SVM with different generations 

 
 

The best results have been shown in bold. 

Swarm size 
sizepop (when 

gen = 60) 

FOA-SVM 

ACC (%) AUC (%) Sensitivity (%) Specificity (%) 

10 94.34(5.08) 91.06(7.99) 97.95(3.30) 84.17(15.02) 
12 93.87(4.06) 88.58(7.64) 98.66(2.83) 78.50(15.58) 
14 94.79(6.57) 91.95(7.62) 99.33(2.11) 84.57(14.62) 
16 94.87(4.23) 91.54(8.57) 97.94(3.34) 85.14(17.94) 
18 95.37(5.17) 92.18(11.59) 98.71(2.72) 85.65(23.17) 
20 95.95(4.61) 92.81(9.32) 98.52(3.13) 87.10(19.50) 
22 95.34(5.73) 91.54(122) 99.44(1.76) 83.86(19.32) 

The best results have been shown in bold.

Generation 
Gen (when 

sizepop = 20) 

FOA-SVM 

ACC (%) AUC (%) 
Sensitivity 

(%) 
Specificity 

(%) 
20 93.32(4.19) 85.92(8.86) 99.23(2.43) 72.62(17.5) 

40 94.39(5.98) 91.75(8.47) 97.91(3.41) 85.58(16.52) 

60 95.84(5.92) 94.75(7.02) 99.09(2.87) 90.42(13.54) 

80 94.39(3.68) 92.05(9.81) 98.27(1.86) 85.83(19.18) 

100 93.87(5.31) 92.01(6.18) 97.62(5.50) 86.39(13.95) 

120 93.84(4.81) 89.04(7.16) 98.75(3.95) 79.33(12.43) 
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set to 60 with the ACC of 95.84%, AUC of 94.75%, sensitivity of 99.09% and speci-
ficity of 90.42%. In the above two tables, the average results of 10-fold CV are pre-
sented with the standard deviation described in the parenthesis. From the above analy-
sis, we can see that FOA-SVM reaches the best performance when swarm size=20 
and generations=60 in terms of ACC, AUC, sensitivity and specificity. Therefore, 
these parameter values are adopted for the proposed FOA-SVM to implement the 
subsequent experiments. 

Apart from the FOA-SVM classifier, PSO-SVM and Grid-SVM classifiers were 
implemented for the comparison purpose. For PSO-SVM, the number of the iterations 
and particles are set the same as that of FOA-SVM, they are 60 and 20, respectively. 
The maximum velocity vmax is set about 60% of the dynamic range of the variable on 
each dimension for the continuous type of dimensions, acceleration coefficients c1 = 
2, c2 = 2, maximum and minimum values of the inertia weight wmax and wmin are set to 
0.9 and 0.4, respectively. The searching ranges of C [2 ^ ( 5), 2 ^ (15)]∈ −  and g

[2 ^ ( 15),2 ^ (3)]∈ − for PSO-SVM and Grid-SVM were set as the same. Table 3 
shows the detailed results of ACC, AUC, sensitivity, specificity, and optimal pairs of 
(C, g) for each fold obtained by FOA-SVM. The detailed comparison results among 
PSO-SVM, Grid-SVM and FOA-SVM in terms of ACC, AUC, sensitivity and speci-
ficity are shown in Figure 2. It can be observed from Figure 2 that the performance of 
FOA-SVM is superior over the other two competitors in most folds.  

Table 3. The detailed results of FOA-SVM on the PD dataset 

 

Fold 
No. 

FOA-SVM 

Accuracy AUC Sensitivity Specificity C g 

1 1.0000 1.0000 1.0000 1.0000 1.09637 1.09637 

2 1.0000 1.0000 1.0000 1.0000 1.27755 1.27755 

3 0.9474 0.9000 1.0000 0.8000 1.7315 1.7315 

4 1.0000 1.0000 1.0000 1.0000 1.23075 1.23075 

5 1.0000 1.0000 1.0000 1.0000 1.13659 0.988679 

6 1.0000 1.0000 1.0000 1.0000 1.07801 1.07801 

7 0.8421 0.8500 1.0000 0.7000 1.6111 1.6111 

8 1.0000 1.0000 1.0000 1.0000 1.30109 1.30109 

9 0.9000 0.8333 1.0000 0.6667 2.34289 2.34289 

10 0.8947 0.8920 0.9091 0.8750 2.18101 2.18101 

Avg. 0.9584 0.9475 0.9909 0.9042 1.49869 1.48390 

Dev. 0.0592 0.0702 0.0287 0.1354 0.45641 0.47159 
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Fig. 2. ACC, AUC, sensitivity and specificity obtained for each fold by PSO-SVM, Grid-SVM 
and FOA-SVM 

 

Fig. 3. The comparison results of CPU time for the three methods 

In order to investigate the efficiency of the proposed method, we have compared 
FOA-SVM with other two methods in terms of CPU time. As shown in Figure 3, 
FOA-SVM needs almost the same CPU times as that of Grid-SVM, PSO-SVM ap-
pears to be the most time consuming among the three methods. Since the grid search 
technique needs no iterative procedure, it is comparatively fast when the search 
ranges are set properly. It is important to note that FOA-SVM needs only about 12.26 
seconds on average during the whole 10 folds CV procedure, even when there are so 
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many generations involved. However, PSO-SVM consumed 91.79 seconds when the 
same generations and swarm size were considered. From the above analysis, we can 
see that FOA-SVM has the evident superiority over PSO-SVM in terms of CPU time 
as well as the classification performance. 

5 Conclusions and Future Work 

This work has explored a new method, FOA-SVM, for effective and efficient detec-
tion of PD. The main novelty of this paper lies in the proposed FOA-based approach, 
which aims at maximizing the generalization capability of the SVM classifier by ex-
ploring the new swarm intelligence technique for optimal parameter tuning for PD 
diagnosis. The empirical experiments have demonstrated the evident superiority of the 
proposed FOA-SVM over PSO-SVM and Grid-SVM. It indicates that the proposed 
FOA-SVM method can be utilized as a valuable alternative clinical solution to PD 
diagnosis. In the future work, we plan to apply the proposed method to other medical 
diagnosis problems. 
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Abstract. Anomaly detection is an important problem that has been well  
researched in diverse application domains. However, to the best of our 
knowledge, the anomaly detection for metro traffic flow has not been investi-
gated before. In this paper, we proposed a new framework to solve two prob-
lems about anomaly detection in the metro traffic flow: obtaining the potential 
information by every passenger’s trip and detecting anomalies among metro 
traffic flow. For the first problem, we proposed a novel encoding path model to 
infer the passing stations’ information for each trip. For the second problem, we 
provide an improved K-Nearest Neighbor Distort (KNN-Distort) algorithm to 
quantify the anomalies in the metro traffic flow. We conduct intensive experi-
ments on a large real-world metro dataset to demonstrate the performance of 
our algorithms. 

Keywords: Anomaly detection · Encoding path model · KNN-Distort · Metro 
traffic flow 

1 Introduction 

Anomaly detection, the problem of finding patterns in data that do not conform to 
expected behavior [1, 2] is a hot research field both in GPS domain [3, 4, 5, 6, 11] and 
network domain [7, 8, 9, 10]. In the domain of GPS, with the increasing capability to 
track vehicle and a large volume of spatiotemporal GPS points leads to more and 
more studies on trajectory mining, especially anomaly detection in traffic data. Bu Y 
el at. [4] which partitions a trajectory into a set of line segments (sub-trajectories), and 
then, detects outlying line segments outliers based on an efficient algorithm TRAOD. 
Zheng el at. [5] have designed novel algorithms of minDistort and spatiotemporal 
outlier tree (STOtree) detecting the spatiotemporal abnormal regions and the major 
cause of abnormal region, where they use the map matching to locate the points to the 
graph of regions. A novel two-step mining and optimization framework, in which 
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PCA is for the mining step and link-route incidence matrix is for optimization step, is 
proposed in [6] to infer the root cause of anomalies that appear in road traffic data. 

In the domain of network, outlier detection is an increasingly fatal component of 
any network security infrastructure. The approach of PCA is used to diagnose outliers 
in [7, 8]. Brauckhoff D el at. [8] introduced an approach based on a predictive filter 
(kalman filter) and remove completely the curtain of black magic that draped the ap-
plication of PCA to anomaly detection and detection results are significantly im-
proved based this approaches. A new network signal modelling technique is proposed 
in [9] for detecting network anomalies, which combine the wavelet approximation 
and system identification theory.  

However, to the best of our knowledge, none of those papers provide one useful 
and efficient method or model to process metro traffic data. In order to explain why 
those methods can not adapt to the metro data directly, we describe the challenges and 
our contributions. 

Challenges and Contributions. Now, we describe our challenges which those  
algorithms could not meet, the following challenges need to be addressed: (i) Special 
metro OD records: unlike the traffic trajectory with a sequence of GPS points, the 
recording device of metro stations can only record the passengers trip with the origi-
nal and destination metro stations’ information, but can not record the passing  
stations’ information, namely we can not obtain the exact passing stations ID and 
passing time directly. (ii)Metro lines segment anomaly: we not only need to detect 
anomalies of the real metro link, but also need to discover the exact point anomalies 
(the exact metro station), which is different from detecting anomalies of the region to 
region in [5, 6]. Thus, there is a challenge how to discover the outliers among metro 
traffic data by time. 

In this paper, we design several steps to address the above challenges and present 
our solutions to the problem of inferring the waiting time and detecting anomalies 
among metro OD records. The followings are our contributions: 

1. Urban metro traffic modeling: we rebuild the metro stops by their longitude and 
latitude collected from the Map of Google and draw lines between two geographically 
adjacent stops. We use a unique number as every station’s ID.  

2. Encoding metro records: we propose both passengers-waiting time model and 
path coding method to encode metro records, which can infer the passing stations’ 
information of one passenger trip records. 

3. Validating our framework: Our framework is validated by using nearly 
15,300,000 metro OD records of all the four metro lines in Tianjin Metro. We are able 
to uncover real events which caused perturbations through our approach. 

The rest of this paper is organized as follows: In Section 2 we define preliminary 
concepts and the problems. In Section 3 we propose methodology which contains 
three phases of building metro network, encoding path and anomaly detection with 
optimization techniques. The experimental setup and evaluation is described in Sec-
tion 4. We conclude in Section 5 with a summary and direction for future works. 
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2 Preliminary Concepts 

We define a directed graph G = (G; E), representing the real metro traffic lines net-
work; And V denotes a set of vertexes (metro stations) in the metro network and E 
denotes a set of directed edges (metro line segments) in the metro network. 

Definition 1. OD: An OD is comprised of a pair of metro station, indicating a real 
spatial connection between the origin metro station and the destination metro station. 
This OD represents a real trip which one passenger is in and out the metro. 

Definition 2. Time Bin: A time bin (TB) is a relatively fixed time intervals. Each time 
bin is 30 minutes.  

Definition 3. Link: A link(Lnk) is comprised of a pair of metro stations (<MSi, 
MSi+1> ) indicating the real spatial connection between two geographically adjacent 
metro stops. Fig. 2(b) gives examples of links. 

Problem Definition. In order to define anomalies more accurately, in the paper, all 
timestamps are divided based on 30-minute time bins. A 17-hour metro running time 
of every day has 34 time bins. And the first time bin is from 06:00 to 06:30, the se-
cond time bin is from 06:30 to 07:00, and the last time bin is from 22:30 to 23:00. 
Then, based on days, all these time bins are partitioned into several groups. In this 
paper, we perform two partitioning strategies, namely the workday-weekend partition-
ing strategy and the day-of-the-week partitioning strategy. These two well-known 
strategies are also used in [5]. For instance, using the workday-weekend partitioning 
strategy, we create two groups where one group is for the workdays and the other is 
for the weekends, and each group contains a set of time bins. For this partitioning 
strategy, there are 34 x 2 = 68 possible time bins. In the following, for the sake of 
space, we just describe one way of partitioning strategy (e.g., the workday-weekend 
partitioning strategy).  

 

 

Fig. 1. The overall framework of our model for encoding path and detecting anomalies 

To this end, we study the anomaly detection of metro OD with the following two 
goals. The first goal is metro path encoding. That is, given an OD record of one pas-
senger, we infer all the passing stations and the time passing these stations by using a 
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special method. The second goal is to find the metro lines segments with abnormal 
traffic flow based on the previous goal.  

3 Methodology 

In this section, we describe our model in detail as shown in Fig. 1. Firstly, we recon-
struct the metro line network with a set of geographical coordinates of metro stations 
(Section 3.1). Secondly, we proposed our path-encoding algorithm based on  
shortest path method and passenger waiting sub-model for the first goal (Section 3.2). 
Thirdly, we introduce an improved K-NN method (KNN-Distort) for the second goal  
(Section 3.3). 

3.1 Building Metro Network 

In this paper, in order to rebuild the metro network usefully and simply, we obtain all 
the geographical coordinates of metro stations from Map of Google and formulate 
each metro station. 

As show in the Fig. 2(a), we use a unique number as every station’s ID, and for 
each metro line, the number ID is in descending order. And now we get a new metro 
network with four metro lines, eighty-six vertex (each vertex represent one metro 
station). In the following, for clarity, when we describe a metro network, we mean the 
sequence obtained after the station formulating operation. 

 

 
                     (a)                                      (b) 

Fig. 2. Metro network is built by using unique number as every station’s ID (subfigure (a)). An 
example of path encoding model on a trip OD (subfigure (b)). 

3.2 Encoding Path Model 

In this section, we assume the metro running time between any two geographically 
adjacent metro stops is relatively fixed. And one OD records the original metro sta-
tion and destination metro station ID and timestamp, namely in and out of metro sta-
tions’ ID and timestamp. 

In the recent studies, the method of map matching in the GPS domain can not be 
applied to metro recorded OD directly. So Instead of using map matching, we pro-
posed a new path encoding model as illustrated in Fig. 2. In details, we build a metro 
segment graph according to the following two steps. 
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Building Waiting Sub-Model. According to the website of the traffic administrative 
department of the metro, the time interval between two adjacent metro trains is 6 to 9 
minutes in one day, and passenger coming into metro station has the characteristics of 
random. In order to precisely estimate the waiting time of each passenger in entering 
station, we established our waiting time model. Firstly, we defined the time as bellow: 

 ε++++=
outtransrunwaitod
TTTTT . (1) 

Where od
T  represents the time interval between the entering station (original station) 

time and the out station (destination station) time, wait
T  is time of waiting the metro 

train, n
T
ru  is the running time. trans

T is the time of passenger transfer from one metro 

line to another(i.e., transfer from line 1 to line 2). out
T  is the time of out of the desti-

nation. ε  is an infinitesimal. Although this method is simple, it is useful in practice 
in metro station (which will be shown in our experiments).  

Secondly, Given a OD, the running time 
n

T
ru

 and the time interval 
od
T  is known, 

and we can assume the 
out
T  is a relative small constant. So we can obtain:  

 ε−=+
constrans

TT T
wait  . (2) 

where λ−−=
runod
TT T

cons

, is a constant, and ε  is a small and negligible constant.  

Thirdly, as we defined above, wait
T  is the waiting time in the entering station on 

one metro line and the trans
T  also can be considered as the waiting time in the transfer 

station on another station. So we can obtain:  

 ε−=+ − cons
T TT

waittranswait
 . (3) 

 

   

Fig. 3. Histogram on all possible time samples of passengers waiting in a metro station 

 

Fig. 4. Q-Q plot of all possible time samples of passengers versus a Gaussian Distribution 
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For these two waiting time (
wait
T and 

wait−trans
T ), we want to draw two figures to 

study the distribution of the passenger waiting time. Fig. 3 shows this histogram on 
our real training dataset. This figure is the histogram on all possible waiting time of 
this training dataset for one metro station. In this figure, the x-axis denotes all possi-
ble waiting time of this training dataset from 0 minute to 6 minutes, and the y-axis 
denotes the number of passengers which have the corresponding possible waiting time 
for this metro station. Fig. 4 shows the Q-Q plot on our real dataset. In the figure, the 
x-axis corresponds to the normal theoretical quantiles and the y-axis corresponds to 
the data quantiles. Each point (x, y) in the figure means that one of the quantiles from 
the Gaussian distribution is x and the same quantile from the data is y. 

There are two following observations based on two figures above. Firstly, from the 
histogram, we observe that the passenger waiting time in our real dataset looks like a 
Gaussian distribution. Secondly, from the Q-Q plot, we observe that all points in the 
plot lie on a single line, which means that the distribution on the passenger waiting 
time is similar to a Gaussian distribution. Based on these two observations, we can 
model passenger waiting time as a Gaussian distribution.  

In summary, based on all passengers waiting time for one station, we can obtain 
the Gaussian distribution. And based on this Gaussian distribution and EM, we can 

obtain the time ( trans
T ) of transfer from one line to another for each OD record.  

Formulating OD. The passing stations’ information can be calculated by using our 
passenger waiting sub-model and shortest path method. Given one OD with original 
station and destination station, we can use our Shortest path method to infer the most 
likely trip way and every passing stations along this trip way. Then use our passenger 
waiting sub-model to estimate the time of passing every station. Based on these meth-
ods, we can formulating every OD to two 86 - dimensional vectors (4 metro lines and 
86 stations): 

{ }
86n321

,,，，，，MS stststststn =  and { }
86n321

,,，，，，MS tttttt =  

where the MSn represents the sequence of passing stations’ ID and MSt represents the 
sequence of passing stations’ time and stn is the sequence of passing metro station , tn 
is the time of  corresponding to the passing stn station.  

In summary, based on our provided models, we obtain these passing stations’  
detailed information and complete our first goal. 

3.3 Detect Anomalies 

In this paper, we assume each time bin is 30-minute interval. Given a time bin tbi , a 
link Lnkj is associated with a feature vector of three properties and we denote feature 

values of a link Lnkj in this time bin by:  ji,
vf


= < MSpass , MSin , MSout >where 
MSpass, MSin and MSout are the total number of passengers passing, entering and 
out of the metro station, respectably. the links (i.e. passengers moving from metro 
station j to metro station j+1 in this time-bin tbi). And we use Fig. 2(b) as an example 
(where the number shown is the number of passengers relied on this link). 
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For each link (Lnkj) in each time bin tbi, we calculate the distort (denoted by 
KNN-Disti,j) by searching for the mean value of k-nearest neighbor distance (Euclid-
ean distance) between tbi and the same time bins of the different days of workday or 
weekend . We use KNN-Disti,j obtained from Algorithm KNN-Distort as the score of 
distort for each link in each time bin. Extreme values among KNN-Disti,j all links are 
identified as anomalies. In the algorithm, we obtain distort by searching for the mean 
value of k-nearest neighbor distance: 

 KNN-Dist(tbi, Lnkj)  =  
2

1 ,,

1  =
−k

p jpji
vfvf

k

  . (4) 

By subtracting the min and dividing by the max the feature values of the links are in 
the range of [0, 1]. The normalization removes the effect of different metro stations 
and number sizes. Another advantage of using KNN-Disti,j that it prevents the exam-
ination of many repeating patterns (where KNN-Disti,j≈ 0). 

Based on the algorithm KNN-Distort, Given a predefined support threshold θ , we 
can find the metro links whose supports exceed from all links in each time bin. We 
see this metro links as anomalies in that time bin. 

4 Experiments and Analysis 

4.1 Data and Set-Up  

We used passengers in and out of metro dataset which contains records of all metro 
lines in Tianjin City within 3 months (from March 1, 2014 to May 30, 2014). In this 
dataset, one OD record corresponding to one passenger trip only has original station 
ID, destination station ID and two times corresponding to these two stations.  

We compared our algorithms that are Encoding Path Model and KNN-Distort, with 
the two state-of-the-art algorithms, namely PCA [5] and minDistort [6]. Encoding 
Path Model based on both passengers-waiting sub-model and Formulating OD algo-
rithm is used to evaluate the passengers’ waiting time in the original station. And 
Detect Anomalies based on our KNN-Distort with lower time complexity is used to 
diagnose extreme distortion in the metro traffic flow. 

4.2 Performance Study 

In this section, in order to prove that our methods are more effective and more effi-
cient than others, we carried out experiments to compare our proposed algorithms 
(i.e., Encoding Path Model and KNN-Distort) with the two state-of-the-art algorithms 
(i.e., PCA  and minDistort). 

Firstly, we validate our Encoding Path model is effective and in high probability by 
comparing our two obtaining 86-dimensional vectors (Section 3.2) with the path of 
trip provided by Map of Google. We find our model performs perfectly due to the 
fixed running time between two geographically adjacent stops. 
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Secondly, our Encoding Path model can be realized and applied very well in of-
fline setting, which has the application potential in practice. In order to evaluate and 
measure the good performance of these algorithms, we have to obtain the ground truth 
in advance. In these experiments, we regard two types of events as the ground truth of 
metro traffic anomalies, namely a metro traffic event, which is closely related to a 
metro operation equipment failure, and a holiday event, which is closely related to an 
extremely different metro traffic flow due to public holidays. We collected the events 
from four sources: (1) Tianjin News online edition (http://www.tianjinwe.com/), (2) 
The official micro-blog of Tianjin metro (http://www.weibo.com/tjdtyy) and (3) Wik-
ipedia (http://zh.wikipedia.org/zh-cn/). There are altogether 21 traffic events and 10 
holiday events collected from the above four sources. 

For each event type, we partition the dataset of metro OD records into a number of 
groups according to the two partitioning strategies. And for each group, we use differ-
ent algorithms to analysis and detect the extremely different metro traffic flows, name-
ly anomalies. Then, we employ F1-Measure, an accuracy measure of the weighted 
harmonic mean of both precision rate and recall rate, to evaluate and measure the good 
performance of each algorithm. Specifically, we define F1-Measure as follows. 

 
recallprecision

recallprecision

+
⋅⋅= 2

1F  . (5) 

Fig. 5 illustrates our experimental results obtained from our F1-Measure scores. There 
are the following observations according to the Fig. 5. Our KNN-Distort algorithm 
based on Encoding Path Model consistently performs the best for all event types. This 
obviously indicates our novel framework based on Encoding Path Model and KNN-
Distort method is effective and superior over the existing methods in capturing metro 
traffic anomalies.  
 

 

Fig. 5. The test F1-Measure scores of different algorithms for different event types 

We can also observe that our method KNN-Distort usually performs better than the 
existing methods minDistort [6] and PCA [5] according to the results. For example, 
for the holiday event type, the average precisions (recalls) of KNN-Distort, 
minDistort and PCA are 0.280 (0.538), 0.267 (0.308) and 0.215 (0.240), respectively. 

4.3 Case Study 

In this section, we analysis two cases about real world events and show two promi-
nent examples of known events as follows. 
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Event 1. The first event is the “Qingming Festival” (April 5, 2014). Qingming Festi-
val is an important Chinese traditional festival for worshiping ancestors. 

Event 2. The second event is an “a metro traffic event in the metro line 3” (April 10, 
2014). This metro operation equipment failure happened in some metro line segment 
of metro line 3 in Tianjin during the morning rush-hour on April 10, 2014. 

The results for Event 1 are illustrated in Fig. 6(a), where the color of a metro road 
segment represents the value of anomaly in this segment. And a darker color and 
thicker road segment indicates that the corresponding metro road segment has a high-
er anomaly value. As shown in this subfigure, the traffic of the metro lines segments 
in darker color near to some cemeteries on the Qingming Festival were identified as 
abnormal, which could be explained by the phenomenon that on the Qingming  
Festival, a lot of passengers went to cemeteries to worship their ancestors. 

 

 
                  (a)                                        (b) 

Fig. 6. Results between 10:00am to 10:30am, on April 5, 2014 for Case Study 1(subfigure (a)). 
Results between 7:30am to 8:00am, on April 10, 2014 in line 3 for Case Study 2(subfigure (b)). 

The results for Event 2 are illustrated in Fig. 6(b). In this subfigure, we can observe 
that the traffic in some metro line segments in line 3 were abnormal during the morn-
ing rush-hour on April 10, 2014, which can provide us the information where the 
metro traffic event happened (Fig. 6(b)) and the information how the metro operation 
equipment failure affected the traffic of other metro lines segments. 

5 Conclusion and Future Works 

In this paper, we have proposed a novel framework to analyze the metro data, to  
build Encoding Path Model for calculating the waiting time, and to detect anomalies 
based on KNN-Distort algorithm. The proposed framework consists of two steps:  
1) encoding path for every passenger’s OD records, and 2) detecting anomalies on the 
metro network for each time bin. A novel passengers-waiting sub-model and an  
improved KNN-Distort algorithm were introduced to meet the two steps, respectively. 
With a large amount of the metro data collected from the metro lines in Tianjin, China 
about three months, we conducted comprehensive experiments to validate our meth-
ods. Based on these methods we were able to identify real and valid instances of 
anomalies in the metro traffic flow. This suggests that our approach has the potential 
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of contributing to a new data driven approach towards metro OD data analysis. In the 
future, we plan to discover more abnormal patterns from the metro OD data. 
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Abstract. This paper introduces an Enhanced Orthographic Query Expansion 
Model for improving Text Retrieval of Arabic Text resulting from the Optical 
Character Recognition (OCR) process. The proposed model starts with 
checking the query word through two word based a word based error 
synthesizing sub-models then in a character N-Gram simulation sub-model. The 
model is flexible either to get the corrected word once it finds it from the early 
stages (in case of highest performance is needed) or to check all possibilities 
from all sub-models (in case of highest expansion is needed). The 1st word 
based sub-model that has manual word alignment (degraded & original pairs) 
alone has high precision and recall but with some limitations that may affect 
recall (in case of connected multi-words as OCR output). The second words 
based sub-model provides high precession (less than the 1st one) but also with 
higher recall. The last sub-model which is a character N-gram one, provides 
low precision but high recall. The output of the proposed orthographic query 
expansion model is the original query extended with the expected degraded 
words taken from the OCR errors simulation model. The proposed model gave 
a higher precision (97.5%) than all previous ones with keeping the highest 
previous recall numbers. 

Keywords: Multi-Layer OCR errors degraded text · Arabic OCR degraded text 
retrieval · Arabic OCR-Degrade text · Orthographic query expansion · 
Synthesize OCR-Degraded text 

1 Introduction 

There are two ways for Improving OCR-Degraded Text Retrieval as per Darwish [1]. 
First, by correcting the OCR errors on the word or passage-level (post processing) 
through word n-grams, word collocations, grammar, conceptual closeness, passage 
level word clustering, linguistic context, and visual context but it may generate other 
mistakes. The second way is taken is to search the OCR-Degraded text without 
correction through Orthographic Query Expansion (by finding different misrecognized 
versions of a query word) which is the scope of this paper. 
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2 Reviewing the Previous Work: Accuracy and Limitations 

The main previous models introduced (up to the best knowledge of the author) are the 
character based Model (Darwish 2003) as described in [1, 3, 4, 5], the word based 
model (Elghazaly 2009) as described in [2,7,8], and the Word/Character based Model 
(Ezzat 2013-2014) as described in [9,10]. 

ElGhazaly model produced accuracy 84.74%, He trained model on dataset of 
53,787 words, and then he tested his model of a test set contained 51,658 words [7]. 
Elghazaly introduced his own accuracy measure, which is the number of accurate 
replacements divided by the total number of OCR-Degraded words.  

On the other hand Darwish model produced accuracy for 3- gram or 4 gram 
character indexing was 87% [1, 11]. Darwish Also illustrated that the best mean 
average precision of his model which was “0.56” [1, 12]. However, Darwish 
measurements was character based which could be decreased dramatically when 
measuring as word based (100 mistaken characters from 1000 character means 90% 
correct character based while means 50% correct word based if number of words  
is 200.  

Although Ezzat’s Model overcame many limitations of both Elghazaly and 
Darwish’s Models, it lacks other advantages of them like the losing the guaranteed 
training set of Elghazaly and losing any combination of multi-words being one  
word in the degraded text.  

3 The Proposed OCR-Degraded Arabic Text Retrieval Model 

The proposed model works through two steps; first to synthesize the OCR-Degraded 
text, and the second is to expand the search query using the expected OCR. The 
synthesizing part works on three different layers (sub-models); a manually aligned 
word based synthesizing sub-model, an automated word based one, then a character 
based one. 

3.1 The Manually Aligned Word Based OCR Degradation Synthesizing  
Sub-Model 

In this Sub-model, words have been aligned manually to make sure of the pair 
(original work, degraded word). The model starts with checking every word and the 
corresponding degraded one. If they are the same, it ignores this pair as it has no 
value. Otherwise, it stores that pain in the degraded word training database. This Sub-
Model is illustrated in Fig 1. 

3.2 The Automatically Aligned Word Based OCR Degradation Synthesizing 
Sub-Model 

This sub-model automatically aligns the degraded word/original word by calculating 
the edit distance between both words. In order to solve the challenge of Arabic words 
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that have prefixes, it ignores the Arabic prefixes letters while computing the edit 
distance between any words.  

This sub-model is built to be trained on different recognition accuracy returned 
from the OCR system; which means that user of the model can specify the 
deformation level he wants to be covered on his training data set by allowing 
specifying the min edit distance to consider the degraded word/its original word. The 
implemented alignment application is called the “Aligner” throughout this paper.  
Fig 2 illustrates the word based OCR-degradation synthesizing model. 

 

 

Fig. 1. The Manually Aligned Word based OCR Degradation Synthesizing Sub-Model 

There are three cases should be handled. The first case is when the edit distance is 
within the accepted value specified by the model user in the application interface; so 
the model adds both words to the training database.  

The second case means that either the degraded word is part of the original word 
but the OCR application split it during the recognition process, which happens 
sometimes for long words, or the recognition process was bad for this word and the 
system recognized only few characters of the word. It is decided to cover this 
limitation in the proposed model. This sub-model considers these parts as one word 
and stores them in the training database as one shape corresponding to the original 
shape. 

Finally, the third case , if the edit distance between both words is larger than one, 
which means that both words are completely different, this means that the model has 
lost the correct position of anchors corresponding to each file, in this case this sub-
model realigns the anchors until both files anchors are pointing on the same word. 
The realignment is done by fetching both words, the clean and degraded word, and if 
the edit distance is zero, this means that both words are identical, this means that the 
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current anchors positions are correct, and otherwise words will be continuously 
fetched words until the edit distance is equal to zero. 
 

 

Fig. 2. The Automatically Aligned Word based OCR Degradation Synthesizing Sub-Model 

3.3 The Character Based Sub-Model 

Because getting the alternative degraded shapes of the word using the word based 
sub-model is limited by the training set size, this character based sub-model that 
covers the other cases where the user search query words don’t exist in the training 
dataset is presented. The character based sub-model uses the same training dataset 
that is used in the word based degradation sub-models. 

Using the modified alignment tool, the model compares every degraded word 
produced from the OCR operation with the corresponding clean word. And if the edit 
distance between both words is less than the specified value in the alignment tool, the 
model checks the word characters character by character. The model then stores the 
deformed character in the database. The tool stores the proceeding and succeeding 
character of the deformed character. Fig 3 illustrates this Sub-Model. 
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3.4 The Orthographic Query Expansion Model 

In this model, the query builder gets each word in the user search query and checks if 
there are related degraded shapes in the training database generated from the word 
based model, and then adds these shapes to the search query, otherwise it uses the 
“Query Degrader” which generates the word degraded shapes based on the character 
based model. Fig 4 illustrates the model. 

 

 

Fig. 3. The character based OCR Degradation Synthesizing Sub-Model 

3.5 Training the OCR Degradation Synthesizing Model 

The proposed model is trained on the electronic version of the Arabic three volume 
book “Abgad El Eloum” or “Alphabet of science” and called hereinafter “ABGAD”. 
For the experiment the first two volumes of the book are stored as the original text, 
printed (containing 205,761 words), then scanned and OCR-ed the first two volumes 
using the Arabic OCR application, Sakhr Automatic reader version 10. This OCR 
application produces 99.8% accuracy for high-quality documents 96% accuracy for 
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low-quality documents [14]. The generated database constructed from1750 documents 
(305,586 words), consists of 397, 50 unique words, 193,756 words OCR-ed correctly 
and 230, 49 word OCR-ed wrong.  

It worth mentioning that, the 1st word based sub-model has been trained on 
approximately only 20% of the training set. To do the manual alignment, every word 
has been put in one line and then the OCR done. Alignment has been reviewed 
manually to guarantee its correctives.  

3.6 Testing the Orthographic Query Expansion Model 

In this paper, Relevance Judgment [15,16,17,18] will be used through exhaustively 
search [16] using 35 queries prepared by the author (native Arabic Speaker). As per 
Voorhees, the estimated the number of sufficient queries is be about 25 [16].  

3.7 Test Set Statistics 

Tests are based on two test sets have been selected from the Training and test pool. 
The first one includes 20 documents (66,985 words), which is the third volume of 
“ABGAD”. And to memorize the training set was the first two volumes only of the 
book. And the second data test set contains 2,730 long documents containing 621,763 
words. There is no overlap between the training and test sets.  

The second test data is “ZAD” data collection ,which is a 14th century religious 
book called Zad Al-Me’ad, which is free of copyright restrictions and for which an 
accurately character-coded electronic version exists [13].  

 

 

Fig. 4. The Proposed Query Expansion Model 
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3.8 Testing the Model Accuracy 

For the experiments, the clean (original) and OCR-Degraded documents are indexed 
on the Arabic search engine, IDRISI 6.0[14].One of IDRISI features is creating 
separate search collection for different group of documents depending on the user 
requirements. So a separate collection is created for the clean text documents and 
another collection for the OCR-Degraded documents. The author of the paper, a 
native speaker of Arabic, developed 35 topics and exhaustively searched the 
collection for relevant documents. 

The clean user search query is passed to the IDRISI clean text collection and the 
same query passed to the “Query Degrader” tool that takes the user clean text query 
and based on the training database generates the relevant OCR-Degraded text query. 

Both the clean search query and the OCR degraded query are passed to IDRISI to 
search the clean text collection and the OCR-Degraded text collection separately to be 
able to compare the effectiveness of the retrieval of the degraded query on the 
degraded text against the clean query on the clean text. 

Using this way, results of both collections could be compared and the precision and 
recall to check the proposed model accuracy could be measured. 

After completing the experiment on the 35 queries, results are analyzed. For test 
data set 1, the number of relevant documents per topic ranged from one (for one 
topic) to eighteen, averaging 14. For test data set 2 the number of relevant documents 
per topic ranged from two (for one topic) to 224, averaging 121. The average query 
length used for the test data set 1 is 4 .1 words and for test data set 2 is 5.2words.  

The proposed model produced mean average precision of 97.5% for test data set 1 
and 94% test data set 2 is which means a significant improvement in the information 
retrieval effectiveness as it is higher than Ezzat’s Model using the same Training and 
Test Sets (96%). It is also much more that Elghazaly (85% accuracy) and Darwish’s 
model (56%) and. However, it was not possible to have same Training and Test Sets 
of the last to make sure of the exact difference. 

4 Conclusion 

The model is trained on 1500 documents containing 205,696 words, consists of 
38,840 unique words, 182,647 words read correctly and 230,49 word read wrong. The 
model was tested on two different data sets. The first data set consisted only of 20 
documents containing 66,985 words and the second test data set consisted of 2,730 
separate documents containing 621,763 words. There were no intersection between 
the training data sets and test data sets.  

As it was not possible get the same training & test sets of Darwish’s Model and to 
unify it with Elghazaly’s one, it is taken into consideration the same training & test 
set of Ezzat’s Model in which he tried to re-implement Darwish’s Model and enhance 
Elghazaly’s one. And so, his numbers are taken as the baseline to check the enhanced 
results.  

The proposed model produced mean average precision of 97.5% for test data set 1 
and 94% test data set 2 is which means a significant improvement in the information 
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retrieval effectiveness as it is higher than Ezzat’s Model using the same Training and 
Test Sets (96%). It is also much more that Elghazaly (85% accuracy) and Darwish’s 
model (56%).  
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Abstract. Cloud computing is the key powerhouse in numerous organizations 
due to shifting of their data to the cloud environment. According to IDC survey, 
Security was ranked and observed first utmost issue of cloud computing. As a 
result, protection required to secure data is directly proportional to the value of 
the data. The major handicap of first level of security where cryptography can 
help cloud computing i.e. secure storage is that we cannot outsource the 
processing of the data without decryption. In this paper, a novel framework to 
secure data access in cloud environment is implemented. Here security is 
addressed for securing transaction in such a way that transaction should be 
encrypted and decrypted by data owners only. Server performs equality, 
addition and subtraction on encrypted data without decryption. Moreover, 
access should be provided to the users as per their access rights. Security is 
enhanced by utilizing the concept of multicloud. 

Keywords: Cloud Computing · Security and Privacy · Homomorphic 
Encryption · Cellular Automata · AES · Hierarchical Encryption · Multi-Cloud 

1 Introduction 

Cloud computing is becoming pertinent technology due to its style of computing 
where user can use applications and software on the Internet that stores and protect 
the data while providing a service. Additionally, cloud computing is being attractive 
to business owners as it eliminates the imminent plan for provisioning of resources. 
At present, cloud computing is defined by numerous organizations in their own way 
such as National Institute for Standards and Technology (NIST) [1] describes the 
Cloud computing as “a model for enabling convenient, on demand network access to 
a shared pool of configurable computing resources (e.g., networks, servers, storage, 
applications and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction”. Berkeley [2] defined cloud 
computing as “to include application software delivered as services over the Internet 
and the hardware and systems software in the data centers that facilitate these 
services”. There are different types of issues have been observed in cloud computing 
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environment that need to be addressed. In the past, International Data Corporation 
(IDC) conducted a survey of 263 IT executives to gauge their opinion about the usage 
of IT cloud services in companies. Consequently, Security was ranked first and 
observed utmost issue of cloud computing. Ensuring the security of data is a major 
concern in cloud computing environment. Hence in this paper, a novel framework to 
secure data access in cloud environment is implemented and tested. 

Based on type of service provided to users, cloud delivery models are exhibited as 
infrastructure as a service (IaaS), platform as a service (PaaS), and software as a 
service (SaaS) .Our implemented framework is offered as a SaaS. Depending on the 
purpose of setting up cloud and level of access to resources, there are four cloud 
deployment models: Public, Private, Community and Hybrid.We can install 
implemented framework on private and public cloud.   

This paper addresses the concept of modularity to implement homo-hierarchical 
framework for client and cloud service provider security. The modules in 
implemented framework are client side application, authentication server and data 
server. The client side application is desktop based java application that is supported 
by java run time environment on all machines. Homomorphic encryption on client 
password is carried out and then, encrypted array of password will be generated. 
Client sends session key, username and encrypted array password information to 
authentication server. The communication between client and auhentication server is 
done with the help of simple object access protocol. Communication results encrypted 
array of random password and encrypted shared URL directory. Decryption of 
encrypted shared URL directory will be done and directory will be mounted on 
specified drive letter. Authentication server communicates to data server and retrieves 
user directory, decrypts it and share the encrypted shared URL directory with client. 
Section 1 is current part. Section 2 summarizes the related work for security of data. 
In Section 3, a novel framework is implemented which is designed to solve the 
security issue of cloud computing. Section 4 gives performance analysis. Section 5 
concludes this paper. 

2 Related Work 

Every organization transfers its data on the cloud utilizes the storage service provided 
by the cloud provider. Therefore, there is arising need to protect the data against the 
unauthorized access, modification or denial of services etc. The Security of data 
includes Availability, Confidentiality and Integrity. Confidentiality of data in cloud is 
accomplished by cryptography. In today’s time, cryptography is amalgamation of 
three types of algorithms i.e. (1) Symmetric-key algorithms such as DES, Triple-DES, 
AES and Blowfish algorithms. (2) Asymmetric-key algorithms such as RSA, Diffie-
Helman Key Exchange, Elliptical curve cryptography and IBE. (3) Hashing i.e SHA1 
and MD5. In this paper, we discuss Homomorphic encryption and its usage with AES 
and Cellular automata encryption for data owner and client security. 

Often cloud users encrypt its data before sending to the Cloud provider and it will 
decrypt the data by using the private key of the user before performing any 
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calculation which might influence the confidentiality of data stored in the Cloud. 
Homomorphic Encryption systems are needed to perform operations on encrypted 
data without decryption (without knowing the private key); only the user will have the 
secret key. When we decrypt the result of any operation, it is the same as if we had 
performed the calculation on the plaintext (or original data). For example, the 
encryption systems of Goldwasserand Micali [GM82], El Gamal [El-84] and Paillier 
[Pai99] support either adding or multiplying encrypted ciphertexts, but not both 
operations at the same time. Boneh, Goh and Nissim [BGN05] were the first to 
construct a scheme capable of performing both operations at the same time – their 
scheme handles an arbitrary number of additions and just one multiplication. More 
recently, in a breakthrough work, [Gen09, Gen10] constructed a fully homomorphic 
encryption scheme (FHE) capable of evaluating an arbitrary number of additions and 
multiplications on encrypted data. 

The idea of homomorphic encryption scheme originally called privacy 
homomorphism was given by Rivest, R., Adleman, L., Dertouzos, M in [3]. Ideally, 
one should be able to transmit encrypted information to the server, process the 
encrypted data on the server and retrieve processed data from the server. This ideal 
situation, for long renown as the "Holly Grail of Cryptography", has finally got a 
brake through in 2009 by Craig Gentry in his Ph.D. thesis [4]. According to them any 
operation can be reduced to the basic addition and multiplication operations on bit 
level.Craig Gentry et al. [5] showed that “fully homomorphic encryption can, in 
principle, be constructed which was put forth by Rivest Adleman and Dertouzos 
[RAD78] in 1978. “According to this, an encrypted data can be processed without 
decrypting. Thus, we can get the cloud to perform a computation for us while 
revealing nothing of the input or output. Marten van Dijk et al. [6] presented a second 
fully homomorphic encryption scheme which uses many tools of Gentry's 
construction, but it does not require ideal lattices. “They illustrated that somewhat 
homomorphic component of Gentry's ideal lattice-based scheme can be replaced with 
a very simple homomorphic scheme by using just integers.The most efficient fully 
homomorphic encryption scheme has been implemented by the IBM research team 
conducted by S. Halevi and V. Shoup using ideas that can be found in [7], [8], and 
[9]. The implementation is called Homomorphic-Encryption Library (HELib) and can 
be found at:https://github.com/shaih/HElib.This software library implements the 
RLWE homomorphic encryption scheme, along with many optimizations to make 
homomorphic evaluation runs faster. HElib is written in C++ and uses the NTL 
mathematical library. 

The main issue in this context is the question if fully homomorphic encryption 
schemes are efficient enough to be practical for cloud computing. Craig Gentry 
estimated in an article [10] that performing a Google search with encrypted keywords 
would multiply the necessary computing time by around 1 trillion. A more scientific 
analysis of Gentry’s fully homomorphic encryption system was done in [11], but 
Gentry’s estimation should make clear that the performance penalty of this scheme is 
a big way to use it in practice. 

In [12], Lauter, Baehrig and Vaikuntanathan provided few concrete applications  
of homomorphic encryption and argued that there are many functions which could  
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be useful for privacy preserving cloud services, which can be computed by  
many additions and a small number of multiplications on cipher-texts. For example, 
averages require no multiplications, standard deviation requires one multiplication, 
and predictive analysis such as logistical regression requires few multiplications. 
Smart et al. [13] in 2009 presented a specialization of Gentry’s scheme that yielded a 
smaller cipher text size. They present a fully homomorphic encryption scheme which 
has both relatively small key and ciphertext size. Hongwei Li et al. [14] proposed a 
Hierarchical Architecture for Cloud Computing (HACC). “The presented method 
inherited attractive properties from IBC such as certificate-free and small key sizes.  

3 Homo-Hierarchical Framework for Cloud Environment 

The proposed framework is based on two fold approach, firstly secondary data has 
been reviewed from related work to evaluate cloud security by identifying unique 
security requirements and secondly an attempt to present a viable solution that 
eliminates the potential threats to cloud security which is based on functionality 
analysis. The outline of framework is based on homo-hierarchical encryption scheme 
which is shown in Fig1.The suggested framework comprises of three steps which are 
explained in 3.1, 3.2 and 3.3.  

The framework aims to achieve the following objectives which enhance the 
security on data storage and it has been simulated on Microsoft IIS Express for Azure 
Cloud. 

1. Develop a robust and progressive cloud computing security framework that 
provides trust to clients.  

2. Subsequently, the implementation and testing of the developed framework has 
been carried out to validate its applicability for the public and private cloud.  

 

 
Client Side Role       Authentication Server Role      Data Server Role 

Fig. 1. Homo-Hierarchial Framework for Cloud Environment 
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3.1 Description of Client Side Role 

Client executes Homo-Hierarchy-Client.jar file, a network connection is created to get 
session key from authentication server. Client receives a session key which plays an 
important role for unique user/connection identification and expires on disconnection. 

To access cloud data server, user needs to register an account with following input. 
a.) Username - unique identification of user 
b.) Password - required for authentication to access user data 

On submit, Client application generates a Homomorphic encrypted array of 
password which is shown in Fig 2 and send encrypted array to authentication server.  

 

 

Fig. 2. Sample output of password encrypted array EA_PASS 

At login, client provides session key, username and password encrypted array to 
authentication server and receives EA_RETURN_RANDOM_PASSWORD and 
ENCRYPTED_SHARED_DIRECTORY_URL shown in Fig 3, 4.  

 

   

Fig. 3. Authenticate Request   Fig. 4. Authenticate Response 

Client subtracts EA_PASS from EA_RETURN_RANDOM_PASSWORD to 
obtain decryption key for ENCRYPTED_SHARED_DIRECTORY_URL and mount 
resultant URL directory on specified mount drive which is shown in Fig 5, 6. 

 

   

Fig. 5. Client authentication window           Fig. 6. Client side Resultant output window 
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3.2 Description of Authentication Server 

Authentication server acts as a session key, registration, authentication and URL 
provider. On authenticated client request, it connects to data server, retrieves user data 
directory, decrypts and responds URL directory with user privileges. 

An authentication web service application named AuthService.asmx is published at 
Microsoft IIS Express web server on a LAN machine at 192.168.1.13:2534 which is 
shown in Fig 7. 
 
Get session key 
Returns a session id to client. 
 
Register user 
Register user and store username, 
password encrypted array.  
 
Authenticate 
Authenticate client and return encrypted  
Directory shared URL and return random  
Password array. 

Authentication server retrieves shared URL directory from database table active 
connection. Shared URL directory is a web location on data server which is encrypted 
using AES 128-bit. The private key for encryption and decryption is selected by 
administrator of authentication server. Authentication server generates pseudo random 
number key, encrypt it to generate PRN_EA_PASSWORD using homomorphic 
encryption. It adds EA_PASSWORD and PRN_EA_PASSWORD to generate 
EA_RETURN_RANDOM_PASSWORD. Authentication server encrypts shared 
URL directory using cellular automata encryption. The encryption-decryption key is 
pseudo random number key. Authentication Server generates a result list and adds 
EA_RETURN_RANDOM_PASSWORD and Encrypted-SHARED_DIRECTORY_ 
URL. Authentication server authorize client with correct session key. Authorized 
permissions provided to client are RWX. 

3.3 Description of Data Server 

Data server is a cloud web service which is published at mydataserver:2731/Data-
Service.asmx. It is responsible for storing user data and includes following methods 
a.) Create, Access and Delete Directory   b.) Check Active Connection Data server 
receives a directory access request from authentication server. If directory exists, data 
server provides shared URL directory to authentication server. Shared directory is 
encrypted with AES 128 bit. On authentication server decryption request shared 
directory is decrypted in real time. Authorized access to data server is only allowed to 
authentication server. Framework interconnection and data model is shown in Fig 8. 

 

Fig. 7. Authentication Server 
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Table 1. (Continued) 
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on 
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both 
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and storage
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tion 
and storage
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communication 
and storage 
processes 
both 

5 Conclusion 

We have designed a novel framework to store and secure data access from cloud 
storage by ensuring CIA – Confidentiality, Integrity and Authentication of data. This 
paper describes a brief concept on cloud computing and cryptography methods that 
have been used in cloud. A framework based on homomorphic encryption and its 
usage with AES and Cellular automata encryption for data owner and client security 
has been suggested and simulated on Microsoft IIS Express for Azure Cloud. 
Moreover, we articulated Interconnection of framework with data model. We also 
compared security strength level of our novel framework with other existing 
techniques in this domain. The suggested framework guarantees that no one except 
the authenticated user can access the data neither the cloud storage provider. 
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Abstract. A mutual authentication scheme and secret key exchange based on 
combined secret key method is proposed. Use hardware including smart card, 
encryption cards or encryption machine to perform encryption and decryption. 
Hash function, symmetric algorithm and combined secret key method are ap-
plied at client and server. The authentication security is guaranteed due to the 
properties of hash function, combined secret key method and one-time mutual 
authentication token generation method. Mutual authentication based on smart 
card and one-time combined secret key can avoid guessing attack and replay at-
tack. The mutual authentication method can be applied to cloud based applica-
tion systems to realize mutual authentication and enhance security. 

Keywords: Mutual authentication · Smart card · Combined secret key ·  
Symmetric encryption 

1 Introduction 

Cloud users face with numerous security threats. Authentication technology is the 
foundation of network information security. Only when solve the problems of authen-
tication, authorization, secrecy, integrity, non-repudiation and other security factors 
could be guaranteed. SafeNet Global Authentication Survey reveals over 20 percent 
suggest that 90-100 percent of users currently require strong authentication for mobile 
devices with access to corporate resources [1]. 

Static password is the most popular authentication method. However, it is usually 
easily broken. Hackers can use shoulder surfing, snooping, sniffing, guessing or other 
techniques to steal passwords [2]. Therefore, new authentication technologies are 
proposed.  

Biometric authentication is more secure but needs special devices which is not con-
venient enough [3-4]. When using out of band authentication scheme, the user is au-
thenticated in two tiers, including username and password authentication, and the code 
authentication which is received on mobile phone or email [5-6]. It is an accessorial 
method in general. One-time password can overcome a number of shortcomings, such 
as replay attack, social engineering, sniffing etc. However, one-time password token 
based on time synchronization or event synchronization technique must synchronize 
time or a counter value between client and server [7]. 



 Mutual Authentication Protocol Based on Smart Card 137 

Nowadays, most available authentication systems achieve one-way authentication. 
Therefore, attacks from artificial servers could not be avoided. More and more net-
work applications need mutual authentication. Different mutual authentication solu-
tions are proposed. Most adopt Exclusive OR operation and Hash Function [8-10]. 
[11] is an improved mutual authentication framework, but transfer the user identity 
and password via plaintext. [12] achieves mutual authentication and key agreement 
with smart cards. [13] uses Hash Function and Diffie-Hellman key exchange methods, 
and provides dynamic authentication. 

The proposed mutual authentication method is based on smart card, combined  
secret key method and symmetric algorithm to achieve dynamic authentication and 
key agreement for cloud user. 

2 Mutual Authentication Based on Combined Secret Key 

Authentication servers perform identity authentication when users access cloud re-
sources. Smart cards at client and encryption card or encryption machine at server are 
needed in the proposed mutual authentication scheme based on combined secret key 
encryption and decryption. If the proposed scheme applied to available applications, 
the client side mutual authentication module could be compiled as Dynamic Link 
Library under Windows or dynamic shared object under Linux, which is convenient 
for integration.  

Users should enroll and complete initialization at server firstly, and then could lo-
gin corresponding cloud resources servers after mutual authentication with smart 
cards. Users can select own username and password, and the plaintext of username 
and password are not be transferred over network in proposed scheme.  

For describing the proposed mutual authentication protocol, define related symbols 
shown in Table 1.  

Table 1. Symbol definition 

Symbol Definition 

NU
 

Username 

PwU
 

Password 

IDU  
User Identity 

KsU
 

User Key Seeds 

( )RTCk ,=  Combined Secret Key Algorithm, k is Combined Secret Key 

( )kEe =  Encryption algorithm, k  is the encryption key, e  is cipher text 

( )kDd =  Decryption algorithm, k  is the decryption key, d  is plaintext 

( )Hh =  Hash function, h  is hashing value 

T  
Time factor 

R  
Random number factor 
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2.1 Enroll and Initialization 

User should key in username and password, and enroll firstly before accessing cloud 
resources. After receiving the information, cloud server check the username. If it has 
not been registered, initialize the user’s smart key, i.e. update user’s smart key infor-

mation, including user identity IDU , key seeds KsU , enroll time factor RT  and 

hashing value 0h . Meanwhile store the parameters at server, including IDU , cipher 

text of KsU , RT  and 0h .  

( )RPwN TUUHh ||||0 = . (1) 

2.2 Mutual Authentication Protocol 

The proposed mutual authentication solution adopts time factor and random numbers 
as control parameters to generate one-time key and one-time authentication token 
when cloud user login. Each time generate different parameters.  

The client and server use smart card and encryption cards or encryption machine to 
generate unique random number factor, and then use the cryptography technique to 
generate a one-time combined secret key and authentication token according to time 
factor and random number factor. The client and server complete mutual authentica-
tion according to the generated one-time password. Only the authenticated legal user 
can access cloud resources at server. Mutual authentication method can enhance sys-
tem security. 

The mutual authentication protocol is shown in Fig. 1. 

01 ? hh =

′→ UAC TeSU ||: 3

SCA TeUS ||: 2→

IDUAC URTeSU ||||||: 11→( )221 ||
1

RhEe k=
( )11

1

eDd
k ′=

′= 22 ? hh

( )332 ||
2

RhEe k=( )22
2

eDd
k ′=

′= 33 ? hh






 ′= 333 ||

3
RhEe k

( )33
3

eDd
k ′=

33 ? hh =′

 

Fig. 1. The mutual authentication protocol based on smart key and combined secret key encryp-
tion and decryption 
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Check username by smart card and generate client token 

While authenticating, users need input username and password firstly. Smart card 

will check username and password. Combine the input username ′
NU , input pass-

word ′
PwU  and stored enroll time factor RT , and compute hashing value 1h .  






 ′′= RPwN TUUHh ||||1

. 
(2) 

Check whether the hashing value 1h  is equal with the value 0h  stored in smart card 

or not. If they are the same, continue authentication, otherwise, terminate authentication.  

Obtain local time factor UT  at client, and generate random numbers 1R  and 2R  

by hardware random number generator. And generate a set of combined secret key 

1k  using time factor RT  and random number 1R  according to combined secret key 

generation algorithm.  

( )IDRT UCk
R 1,1 = . (3) 

Compute hashing value 2h  of user identity IDU , local time factor UT , stored 

enroll time factor RT , random numbers 1R  and 2R . Use the generated combined 

secret key 1k , encrypt the hashing value 2h  and random numbers 2R  via symme-

tric encryption algorithm ( )kE , consequently cipher text 1e  is achieved at client, 

which is the client authentication token.  

( ) ( )( )221221 ||||||||||||
11

RRRTTUHERhEe RUIDkk == . (4) 

Send the client authentication token 1e , client time factor UT , random number 

1R  and user identity IDU  to authentication server. 

Authenticate client token and generate server token 

After receiving 1e , UT , 1R  and IDU , server check the validity of client time 

factor firstly. If it is valid, continue the authentication, otherwise, terminate authenti-
cation.  

Regenerate a set of combined secret key ′
1k  in encryption card using time factor 

RT  stored at server and received random number 1R  according to combined secret 

key generation algorithm. 
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( )IDRT UCk
R 1,1 =′

. 
(5) 

Authentication server decrypts the received cipher text 1e  using combined secret 

key ′
1k  according to symmetric decryption algorithm ( )kD .  

( )11
1

eDd
k ′= . (6) 

Therefore obtain hashing value 2h  and random number 2R . And then compute 

hashing value ′
2h  of IDU , UT , RT , 1R  and 2R .  

( )212 |||||||| RRTTUHh RUID=′
. 

(7) 

Verify whether ′
2h  is equal with 2h  or not. If they are the same, continue the au-

thentication, otherwise, terminate authentication. 

Obtain local time factor ST  at server, and generate a set of combined secret key 

2k  using ST  and 2R  according to combined secret key generation algorithm.  

( )IDRT UCk
S 2,2 =  . (8) 

Generate random numbers 3R  by hardware random number generator in encryp-

tion card. Compute hashing value 3h  of IDU , UT , ST , 2R  and 3R . Use the 

generated combined secret key 2k , encrypt 3h  and 3R  via symmetric encryption 

algorithm ( )kE , consequently cipher text 2e  is achieved at server, which is the 

server authentication token.  

( ) ( )( )332332 ||||||||||||
22

RRRTTUHERhEe SUIDkk == . (9) 

Send the server authentication token 2e  and server time factor ST  to client. 

Authenticate server token and return server parameter 

After receiving 2e  and ST , client regenerate a set of combined secret key ′
2k  us-

ing ST  and 2R  according to combined secret key generation algorithm. 

( )IDRT UCk
S 2,2 =′

. 
(10) 
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Decrypt the received cipher text 2e  using combined secret key ′
2k  according to 

symmetric decryption algorithm ( )kD .  

( )22
2

eDd
k ′= . (11) 

Therefore, obtain hashing value 3h  and random numbers 3R . And then compute 

hashing value ′
3h  of IDU , UT , ST , 2R  and 3R .  

( )323 |||||||| RRTTUHh SUID=′
. 

(12) 

Verify whether 
′

3h  is equal with 3h  or not. If they are the same, continue the au-

thentication, otherwise, terminate authentication. 

Generate a set of combined secret key 3k  using ST  and 3R  according to com-

bined secret key generation algorithm. 

( )IDRT UCk
S 3,3 = . (13) 

Use the generated combined secret key 3k , encrypt 3h  and 3R  via symmetric 

encryption algorithm ( )kE , consequently cipher text 3e  is achieved at client.  






 ′= 333 ||

3
RhEe k . 

(14) 

Send the cipher text 3e  and a new local time factor 
′

UT  at client to authentication 

server. 

Complete mutual authentication 

After receiving 3e  and 
′

UT , server check the validity of client time factor firstly. 

If it is valid, continue the authentication, otherwise, terminate authentication.  

Regenerate a set of combined secret key ′
3k  using ST  and 3R  according to 

combined secret key generation algorithm. 

( )IDRT UCk
S 3,3 =′

. 
(15) 

Decrypt the received cipher text 3e  using combined secret key ′
3k  according to 

symmetric decryption algorithm ( )kD .  
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( )33
3

eDd
k ′= . (16) 

Therefore, obtain hashing value 3h  and random numbers 3R . And then verify 

whether the received data are equal with original data or not. If they are the same, the 
mutual authentication succeeds, and then record log file and perform access control. 
Otherwise, the authentication is failed. 

3 Analysis 

The proposed scheme uses Hash function and combined secret key method, and per-
forms 6 combined key methods, 5 Hash functions, 3 Encryption operations, and 3 
Decryption operations. [13] has compared different authentication scheme, and uses 
Hash and Diffie-Hellman key exchange methods, and performs 12 XOR operations, 6 
Hash functions, 2 Encryption operations, and 2 Decryption operations, totally 22 
computations. The security of the proposed mutual authentication solution depends on 
how vulnerable the password and secret key is. Client and server use time factor and 
random numbers as parameters to generate one-time combined secret key, and then 
generate one-time token using symmetric encryption algorithm according to one-time 
secret key, which can’t be guessed by attacker, consequently avoid guessing attack. 
Moreover, the replay attack is also avoided because of the time factor. The one-time 
token can be used only once. Therefore, repeated authentication token is refused.  

4 Conclusions 

Mutual authentication can avoid server spoofing attack compared with one-way au-
thentication. The proposed authentication protocol based on smart card, combined 
secret key encryption and decryption provide higher security. The proposed scheme 
provides dynamic mutual authentication and secret key exchange. The security is 
guaranteed by the properties of hash function, combined secret key method and one-
time authentication token generation. 
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Abstract. This paper proposes a secret information transmission scheme for 
English texts by using the characteristics of invisible ASCII codes. The scheme 
incorporates two stages, the information hiding stage and the information ex-
tracting stage. The first stage takes the prepared carrier documents and the se-
cret information need to be embedded as the input. Then, the information hiding 
procedure of the scheme will synthesize the carrier document and the secret in-
formation into a stego document. In the second stage, an extracting procedure 
will pick up the secret information when it receives the stego document that 
generated by the first stage. The scheme achieves hiding effects by processing 
the bland spaces in the English texts. The experimental results have shown that 
our information hiding scheme is feasible, reliable, safe and efficient. 

Keywords: Information hiding · Information extraction · ASCII codes 

1 Introduction 

Information hiding technology [1] is an important topic in the information security. In 
this field, a module that contains some specific information is invisible when the de-
sign and implementation of other modules that need not to access them takes place. 
This technology achieves the goal of communication security and copyright protec-
tion mainly by embedding the hidden information into known carriers. 

The universal storage and transmission of information by text-based documents 
makes the text-based information hiding technology[2-3] as an important topic in 
computer security. On the basis of the different embedded methods for the hidden 
information, this technique can be divided into three categories: 

• Typesetting-oriented information hiding [4]. It changes the subtle characteristics 
of texts by altering the character spacing, line spacing and font format in the texts 
to achieve the goal that the naked eyes cannot distinguish. But, this tech-nique is 
poor robustness, namely under the condition of rearranging the docu-ments’ edi-
tion, the hidden information will disappear. 

• Grammar-oriented information hiding [5]. It utilizes the grammatical structure of 
nature language to generate the implicit documents. This technique is suit for the 
grammar structure of the document, but their semanteme are unsystematic and 
can be easily distinguished by naked eyes. 



 Study of a Secret Information Transmission Scheme 145 

 

Fig. 1. Information security transmission 

• Semantic-oriented information hiding [6]. It utilizes the synonym substitution to 
hide the target information. Common algorithms include steganography based on 
equivalent rules replacement, replacement based on the synonymous sentences, 
replacement based on synonym substitution, steganography based on machine 
translation. The defect of this method is low embedding rate. It can only hide in-
formation where meet the substitution rules. 

To solve the above problems, this paper puts forward an information hiding scheme 
for English texts by using the characteristic of some invisible ASCII codes. By using 
the characteristic that blank spaces in text documents is imperceptible, coupling with 
the characteristic that the invisible characters of ASCII codes have no difference with 
blank spaces in a certain environment, our scheme can easily hide, detect and separate 
the information of the document. 

2 Implementation 

In the ASCII codes, the communicating character SOH (head, coded as 0000001) has 
different forms of display in different text. After performing many different tests, we 
concluded that this character is similar with space character. So, in this paper, we 
select SOH as a substitution character for hidden information. The scheme incorpo-
rates two stages, the information hiding stage and the information extracting stage, as 
shown in Fig.1. 

2.1 Information Hiding 

The information hiding stage firstly takes the prepared carrier documents and the 
secret information need to be embedded as the input. Then, the information hiding 
procedure of the scheme will synthesize the carrier document and the secret informa-
tion into a stego document. Specifically, when the carrier document is opened and the 
secret information is received successfully, this procedure will analyze the character 
of the document one by one to look for the location that it is not only a blank space, 
but also satisfies the constraint function f(x) (this function will be described in Section 

  Carrier 
document 

Hiding process 
Stego information 

Transport 

Stego information 
extracting process 

Secret information 

Secret 
information 
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3.3). According to the bits of hidden information we can choose the hidden charac-
ters. It means, when the hidden information bit is “1”, we write SOH, else write 
space. Finally, the remainder of the carrier document is also copied to the stego doc-
ument. This process can be described as Fig.2(a). 

2.2 Information Extracting 

In the second stage, the extracting procedure will pick up the secret information when 
it receives the stego document that was generated by the first stage. When the stego 
document is successfully received, the information extraction process will analyze the 
character of the document one by one to look for the location that it is not only a 
blank space or SOH, but also satisfies the constraint function f(x) (will be described in 
Section 4.3). According to the ASCII code, we can decide whether the hidden charac-
ter in this location is “0” or “1”. By doing this, the hidden bits are inserted into the 
target string. Finally, the characters of the target string are translated into Unicode for 
the receivers. This process is shown in Fig.2(b). 

3 Performance Analysis 

The experiments in this section are carried out on the machine with Intel i3 4030U 
CPU (1.9 GHz), 4GB DDR3 1333 RAM and 64-bits Windows 7 OS. The carrier  
doc-uments are .doc and .tex files. Experiments will measure the performance of in-
forma-tion hiding scheme from the point views of robustness, security, stability and 
efficien-cy respectively. 

Input: Carrier document and secret information.  

Output: Stego document. 

1.Translates hidden information into bit  

sequence with “0” and “1”; 

//This paper uses the Unicode to represent hid-

den information’s sequence (S).  

2. Gets each word (Wi) from carrier document;  

3. Writes Wi into Stego document 

a. Locates the hiding place by f(x); 

b. If Sj (∈S) is “0”, writes in a blank space, else 

writes in a SOH;  

c. If the place not meet the f(x), write in blank.  

4. Repeat 2 and 3, until S is empty; 

5. Copies remainders of the carrier document to 

secret document.  

Input: Stego document.   

Output: Hidden information. 

1. Gets each character from the stego document; 

2. If the current position is a blank space or SOH,  

then, go to 3); 

else, deal with the next character; 

3. If this place meets f(x),  

then, inserts the hidden character into target 

string (S) according to the current character; 

else,  handle the next character;   
4.Repeats 2 and 3, until the stego document ends; 

5.Translates S into the Unicode sequence for the 

receivers. 

(a) Procedure of the information hiding. (b) Procedure of the information extracting. 

Fig. 2. Procedure of the information hiding and extracting 
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Fig. 3. Carrier document before and after the style changes 

3.1 Robustness 

This experiment adopts information hiding technology based on typesetting (compiled 
code or structure) information. Experimental results shown that our information hid-
ing scheme is robust, which means, the changes for the font style cannot influence on 
the steganographic information’s successful detection. This can be seen in Fig.3. 

3.2 Safety 

When the document has some subtle changes, the naked eyes cannot distinguish. So it 
has reached the transmission security. In the proposed algorithm, the secret docu-
ment’s format can be changed; the traditional attacks are nearly invalid. The tradition-
al algorithms adopt the blank space replacement to hide hidden information, but,  
increasing the blank spaces may lead to a failure of the algorithm. However, in our 
improved algorithm, if the current location has at least two consecutive blank spaces 
without any SOH character, this place only takes one blank space. When the current 
locations have SOH character, in spite of how many the blank spaces have, it’s re-
garded as one SOH character. As a consequence, attacks by inserting blank spaces 
into the target document cannot destroy the integrity of the hidden information. So, 
our scheme is safe. Table 1 lists the analyzing results by releasing our scheme and 
other popularly used schemes on different attacks. 

Table 1. Security analysis by different attacks 

         attacks 
Schemes 

change 
font 

add blank 
space add line change 

font size 
Our Scheme no affect no affect no affect no affect 
Word Shift Coding no affect affect affect no affect 
Line Shift Coding no affect affect affect affect 
Front Hidden affect no affect no affect no affect 

3.3 Embedded Ability 

Supposing that a document has W characters, and this experiment adopts the con-
straint function f(x)=5x. It means embedding one bit of secret information at the  
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interval of five characters. So the number of bits can be embedded is Wf=W/5. Sup-
posing that there are S bits to be hidden. It will be modified C characters because this 
experiment adopts the “1 embedded and 0 unchanged” policy. 

─ Definition1. Embedding rate (E): 

 E=S/Wf      (1) 

─ Definition 2. Embedding efficiency (Es):     

 Es = C/Wf    (2) 

─ Definition 3: Embedding ability (Ex):  
Supposing that “0” and “1” have average distribution in the hidden information, so 
Es=E/2. When the proportion of “1” in S is L, Es=E/L. L is the proportion of the 
characters need to be changed. Since a good way to embed should need high em-
bedding rate and higher embedding efficiency. So embedding ability (Ex) is de-
fined as:  

 Ex=Es*E=SC/Wf
2 (3) 

Table 2. E, Ex, Es comparisons 

   S 
L 

80 144 
E   Es Ex E   Es  Ex 

0.1 0.500 0.050 0.025 0.900 0.090 0.081 
0.2 0.500 0.100 0.050 0.900 180 0.162 
0.3 0.500 0.150 0.075 0.900 0.270 0.243 
0.4 0.500 0.200 0.100 0.900 360 0.324 
0.5 0.500 0.250 0.125 0.900 450 0.405 
0.6 0.500 0.300 0.150 0.900 0.540 0.486 
0.7 0.500 0.350 0.175 0.900 0.630 0.567 
0.8 0.500 0.400 0.200 0.900 0.730 0.648 
0.9 0.500 0.450 0.225 0.900 0.810 0.729 

 
From the formula we can see that when the SC product is bigger, the overall embed-
ding capacity is higher. When “0” and “1” have average distribution, embedding abili-
ty Ex= 2C2/Wf2 = 0.5S2/ Wf2; when the proportion of “1” in S is L, Ex= 
C2/(Wf

2L)=LS2/Wf
2 , Easy to know when L’s ratio is bigger, embedding capacity is 

bigger. When W is 800, namely the Wf = 160, E, Es, the Ex with L, S, as shown in Ta-
ble 2.The table shows that the Ex is proportional to S and L. 

3.4 Stability 

For a specific document size, if the total tests times is N, the number of successful 
experiments is n, it is easy to know that the success rate is:        

 Et = n/N                     (4) 
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Based on the formula (4), the stability analysis has been shown in Table 3. The table 
shows that the experiment’s success rates are more than 90% in the experiment envi-
ronment of many repeated tests and carrier documents of different sizes. It reaches a 
good ratio, namely a higher stability. 

Table 3. Stability analysis 

Group 
number 

Document 
size (KB) 

Test 
number 

Success 
number 

Success rate 
(%) 

1 1 100 93 93 
2 3 100 95 95 
3 5 100 95 95 
4 8 100 96 96 
5 10 100 98 98 
6 15 100 94 94 

3.5 Efficiency Analysis 

In the information hiding phase, the algorithm analyses carrier documents and secret 
information need to be hided one by one. Assuming that the size of carrier document is 
m and the size of the information need to be hided is n, the time complexity is 
O(m+16*n). So the whole time cost has a tight relationship with m and n, as showing 
in Table 4 (the left values). In the information extraction phase, because the input is the 
stego document, the time complexity is also O(m+16*n) and the whole time cost also 
associates with m and n. The experimental results shown in Table 4 (the right values). 

Table 4. Overhead of information hiding/extracting (ms) 

n 
 m 

5 10 15 20 

10 K 5/3 6/3 6/4 6/5 
15 K 6/8 7/8 7/8 9/8 
20 K 8/15 9/15 8/15 8/15 
25 K 10/24 10/24 10/24 12/24 
30 K 12/24 13/35 12/35 12/35 

4 Conclusion and Future Work 

In order to solve the problems that the current popularly used text-based information 
hiding scheme has poor robustness, low embedding rate, semantic clutter and can be 
easily distinguished by unaided, this paper proposes an information hiding schema for 
English texts by using the characteristic of some invisible ASCII codes. The algo-
rithm achieves hiding effects by processing the spaces in the English texts. Experi-
ments have shown that the information hiding scheme which is proposed in this paper 
is feasible, reliable, safe and efficient. In the future, more efficient algorithms will be 
proposed to hide the secret information. 
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Abstract. Cloud platforms usually need to collect privacy data from a
large number of users. Although the existing methods of privacy protec-
tion for cloud data can protect users’ privacy data to a certain degree,
there is plenty of room for improvement in efficiency and degree of pri-
vacy protection. Negative survey spired by Artificial Immune System
(AIS) collects each user’s unreal privacy information to protect users’
privacy. This study focuses on the accuracy of the reconstructed positive
survey from negative survey, which is one of the key problems in the
Negative Survey-based privacy protection of cloud data.

Keywords: Artificial immune system · Privacy protection · Cloud
data · Negative survey

1 Introduction

In recent years, users face cloud data privacy protection problems with the advent
of cloud computing and intelligent computing techniques. Cloud computing is
a development area and has various definitions. For example, cloud computing
could be regarded as a large-scale distributed computing model [8], and massive
ability on computation, storage, platform and service can be provided to users.
Cloud computing has some advantages such as high speed of calculation, well
availability and high compatibility. Traditional encryption method is not appli-
cable sometimes because of complex calculation. Data confusing method can be
used to reduce the computation. For example, SMART method [10] and PEQ
[16] method were used to calculate the sum of the data. And the extremum
values can be obtained by KIPDA method [9] or PriSense method [15].

The negative representation [4], which is inspired by Artificial Immune Sys-
tem (AIS), has some applications [12] in privacy protection. Negative selection
principle [11] is one of the key mechanisms in Artificial Immune System. Inspired
by negative selection principle, Forrest has proposed negative selection algorithm
[7] which can be used in network security and virus detection [3,14].

Different from traditional representation, the negative representation always
stores the information not consistent with the actual one. The negative survey
[5], which is inspired by negative representation [4], is a novel and promising

c© Springer International Publishing Switzerland 2015
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method for information security and enhancing privacy in collecting sensitive
data and individual privacy.

In contrast to other traditional privacy protection methods, the negative
survey method attains with lower power and higher degree of privacy protection,
and boosts users’ confidence. So the negative survey method is applicable to
collecting large numbers of data in low-powered mobile devices (such as smart
phones, tablets and so on [13]) and high-speed equipments.

Negative survey method divides the users’ privacy information into c(c ≥ 3)
categories for users to send. In order to protect the privacy information of each
user, a category that does not agree with the fact [5,6] (i.e. a category from the
other c − 1 unreal categories) is sent to the cloud platform. For convenience,
the category that agrees with the fact is defined to be positive category, and the
other c− 1 categories that does not agree with the fact [5] is defined to be nega-
tive category. Because only one negative category is sent to the cloud platform,
the privacy degree can be protected effectively. Meanwhile, the distribution of
privacy data (i.e. positive category) can be reconstructed relatively accurately.
Negative survey method makes users like to participate the privacy information
collection, because it doest not collect the privacy information directly. In Gaus-
sian Negative Survey (GNS) [17], the probabilities of selecting negative categories
follow a Gaussian distribution centered at the corresponding positive category.
The GNS could attain higher accuracy but lower ability of privacy protection.

In [2], two reconstructing method solved that the traditional reconstructing
method in [5] may lead reconstructed positive categories with negative values.
In [1], an algorithm is used for calculating the confidence level with the analysis
method being a generating function.

This study analyses the accuracy of the Negative Survey-based privacy pro-
tection of cloud data. The probability of being negative and the confidence level
can then be obtained easily. The work indicates that the Negative Survey-based
privacy protection method of cloud data is suitable for finding hot categories
from a great numbers of cloud data users. Specially designed simulation experi-
ments verify the proposed formulas.

In the remainder of this study, Section 2 introduces the related work of this
study. Section 3 describes the calculation of the accuracy of the reconstructed
positive survey, and two corollaries (the probability of being negative, and the
confident level) are given. Section 5 discusses some problems and Section 6 con-
cludes the whole study.

2 Related Work

In this section, the related work of negative survey [5,6] is introduced. Some
definitions are described in Figure 1 for convenience.

Define n to be the number of users who use the negative survey method to
send their privacy data, and c to be the number of categories. The results of the
privacy data collected in the cloud platform are R = (r1, r2, · · · , rc), where ri(1 ≤
i ≤ c, c ≥ 3) represents the total number of users who send the i-th category to



Negative Survey-Based Privacy Protection of Cloud Data 153

n : the number of users sending privacy data
c : the number of categories in surveys

ri : the number of users sending category i in negative survey method
ti : the original number of users in positive category i
t̂i : the estimated number of ti

R : the user vector, i.e. R = (r1, r2, · · · , rc)
T : the user vector, i.e. T = (t1, t2, · · · , tc)
pi : the proportion of positive category i(1 ≤ i ≤ c), i.e. pi = ti/n

Fig. 1. The definitions in this study

the cloud platform. Similarly, the real privacy data is T = (t1, t2, · · · , tc), and
n =

∑c
i=1 ri =

∑c
i=1 ti. In [5,6], the reconstructed positive survey of privacy

data can be calculated by Formula (1).

t̂j = n − (c − 1)rj (1)

Although t̂j = E(tj), it can be observed that t̂i < 0 when ri > n/(c − 1) .
Therefore, this traditional method is not practical sometimes, and two methods
[2] were proposed to solve the negative value problem.

This study analyses the accuracy of Negative Survey-based privacy protection
of cloud data by central limit theorem, and two corollaries can then be easily
obtained to calculate the probability of being negative and the confidence level.
The theorem and the two corollaries indicate that the negative survey method
is applicable to collecting users’ privacy data.

3 Accuracy Analysis of the Reconstructed Privacy Data

This section analyzes the reconstructed accuracy of privacy data in Theorem 1.
Based on Theorem 1, the probability that the negative values are producing in a
reconstructed positive can be calculated in Corollary 1, and the confidence level
of negative survey can be calculated in Corollary 2.

Theorem 1. The accuracy can be quantified as

P

{∣∣∣∣
t̂i
n

− pi

∣∣∣∣ < ε

}
≈ 2Φ

( √
nε√

(c − 2)(1 − pi)

)
− 1. (2)

where n is the number of participants for survey, ε is the estimated precision,
t̂i is the estimated number of category i, and pi is the original proportion of
category i.

Proof. Consider the negative category i and calculate the probability distribu-
tion of ri. In the negative survey, n − ti interviewees are likely to select the i-th
category. Define the random variable Xj(j = 1, 2, · · · , n − ti). If the j-th inter-
viewee selects the i-th category, Xj = 1, or else Xj = 0. Obviously, each Xj is
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independent and identically distributed, and follows the Binomial Distribution
B(n − ti, 1/(c − 1)). Let X =

∑n−ti

j=1 Xj . So ri = X, and

E(ri) =
n − ti
c − 1

,D(ri) =

√
(c − 2)(n − ti)

c − 1
. (3)

Owing to the De Moivre − Laplace central limit theorem, ri follows the
Normal Distribution as n goes to infinity, i.e.

ri ∼ N(μ, σ2) = N

(
n − ti
c − 1

,
(c − 2)(n − ti)

(c − 1)2

)
(4)

From Formula (1), it can be observed that

P

{∣∣∣∣
t̂i
n

− pi

∣∣∣∣ < ε

}
= P

{ |ri(c − 1) − n(1 − pi)|
n

< ε

}
(5)

According to Formula (3), Formula (5) can be normalized as Formula (6).

P

{
|ri − E(ri)|

D(ri)
<

√
nε√

(c − 2)(1 − pi)

}
(6)

Combing Formula (4), Formula (5) and Formula (6), Formula (2) holds and
Theorem 1 is valid.

From Theorem 1, the following three conclusions can be observed:

1. the greater pi is, the higher accuracy the negative survey is.
2. the greater n is, the higher accuracy the negative survey is.
3. the less c (depending on privacy degree) is, the higher accuracy the negative

survey is.

The projections of Formula (2) are shown in Figure 2. In this figure, the
probability that ε < 0.01 increases with the increasing of n or pi, and increases
with the decreasing of c. Figure 2(a) illustrates the probability as c = 5 with
different values of n(n = 103, 104, 105, 106). Figure 2(b) shows the probability as
n = 1.2 × 105 with different values of c(c = 3, 5, 7, 9).

The probability that a category of reconstructed positive survey is negative
can be calculated by Corollary 1.

Corollary 1. The probability that t̂i < 0 can be calculated as

P (t̂i < 0) ≈ 1 − Φ

(
pi

√
n√

(c − 2)(1 − pi)

)
. (7)

where n is the number of interviewees for survey, ti is the number of interviewees
in the original positive category i, and pi = ti/n.
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Fig. 2. The Probability for ε < 0.01 with different values of pi and n

Proof. As t̂i < 0, t̂i

n − pi < −pi. According to Formula (2) in Theorem 1,

P (t̂i < 0) = 1 − P{| t̂i

n − pi| < pi}
2

≈ 1 − Φ

(
pi

√
n√

(c − 2)(1 − pi)

)
(8)

it can be observed that Formula (7) is valid, and Corollary 1 is valid.

Especially, P (t̂i < 0) = 1/2 if pi = 0. This means the negative survey
produces negative values with probability 1/2 if the original positive category is
empty.

From Corollary 1, the following three conclusions can be observed:

1. the greater pi is, the less probability that the t̂i is negative.
2. the greater n is, the less probability that the t̂i is negative.
3. the less c (depending on privacy degree) is, the less probability that the t̂i

is negative.

Figure 3 shows the function graph of the projections of Formula (7). It is
apparent from Figure 3 that the probability that t̂i < 0 decreases as the increas-
ing of n or p, and decreases as the decreasing of c. Figure 3(a) illustrates the
change trend of the probability of being negative as c = 5 and pi ranging from
0 to 0.5. Figure 3(b) illustrates that when n = 105, pi ranges from 0 to 0.09.

The confidence level can be calculated in Corollary 2.

Corollary 2. If the confidence level is 1 − α, and the sampling error is ε, the
number of participants n and that of categories c should satisfy

n ≥ ε2u2
α
2
(c − 2) (9)

where c is the number of categories, and uα
2

is the quantile Φ−1
(

α
2

)
of the Stan-

dard Normal Distribution.
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Fig. 3. Probability of being negative with different values of pi and n

Proof. According to Formula (2) in Theorem 1,

Φ

(
ε
√

n√
(c − 2)(1 − pi)

)
≥ 1 − α

2
= Φ

(
uα

2

)
(10)

Backtrack the tables for statistical distributions – Normal Distribution function,

ε
√

n√
(c − 2)(1 − pi)

≥ uα
2

(11)

So n, c and pi should satisfy the condition:

n ≥ ε2u2
α
2
(c − 2)(1 − pi) (12)

In order that Formula (12) is identical valid for arbitrary pi, n should be greater
than the maximum. In consequence, n and c should satisfy Formula (9), and
Corollary 2 is valid.

For example, if ε = 0.01 and 1 − α = 0.95 then n ≥ 38416(c − 2).

4 Simulation Experiments

In this section, specially designed simulation experiments are used to verify the
theoretic method in Theorem 1 and Corollary 1. There are 5 groups of negative
survey for these experiments in Table 1, where the category number c is 5. Each
group carries out negative survey for 105 times, and the frequencies are used as
the experimental values of negative survey.

Figure 4 illustrates the probability of being negative. It can be observed that
there is a small gap between the experimental values and the theoretic values.
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Table 1. The Five Groups of Distribution for Negative Survey

Category proportions

NS1 (0, 0.1, 0.2, 0.3, 0.4)

NS2 (0.05, 0.2, 0.5, 0.2, 0.05)

NS3 (0.2, 0.2, 0.2, 0.2, 0.2)

NS4 (0, 0.025, 0.075, 0.225, 0.675)

In Figure 4(a), the number of interviewees is 103, and the probability of being
negative is 0 as pi > 0.2. In Figure 4(b), the number of interviewees is 5 × 103,
and the probability of that is 0 as pi > 0.1.
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Fig. 4. The Probability of Being negative for each category with different values of pi

and n

Figure 5 illustrates the probability that ε (the error between the recon-
structed proportion and the original one) is less than 0.01. This figure demon-
strates that the probability increases with the increasing of pi or n. The
discrepancy between the experimental values and the theoretic curves is
negligible.

5 Discussion

In this study, we analyse and calculate the accuracy of the Negative Survey-
based privacy protection of cloud data by central limit theorem, and there are
some work for the future study.

Firstly, the analysis method is central limit theorem, which is valid when n
is sufficiently large. Sufficiently large n should make npi and n(1− pi) to be suf-
ficiently large, too. Otherwise, Poisson Distribution is the better approximation
distribution rather than Normal Distribution. Secondly, the analysis method in
this study analyzed the reconstructed category independently. The correlation
of different categories should be taken into account.
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(c) n = 7× 104
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Fig. 5. The Probability for ε < 0.01 with different values of pi and n

6 Conclusions

In this study, the accuracy of the Negative Survey-based privacy protection of
cloud data is analysed and calculated. Depending on the analysis, the proba-
bility that the reconstructed values being negative and the confidence level of
Negative Survey-based privacy protection can be calculated. According to this
study, the accuracy of Negative Survey-based privacy protection increases with
the increasing of n (the number of users) or pi (the proportion of the category i),
and increases with the decreasing of c (the number of categories). In other words,
the Negative Survey-based privacy protection method is suitable for finding the
hot category from large numbers of users, and the amount of calculation of each
user is low.
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Abstract. Most of the universities or colleges, the lecturer has to take the atten-
dance of the students manually by circulating a paper for them to register their 
names or calling the names. To date, there are various types of attendance sys-
tems that are applying different technologies such as biometrics, tokens and 
sensors such as RFID. The latest is by applying near-field communication 
(NFC), a sensor within the smartphone has been used as a mean for recording 
attendances. The aim of this paper is to list out the possible security attacks 
against NFC (Near Field Communication) enabled systems by focusing on a 
student-based attendance system. A brief overview over NFC technology and 
discussion on various security attacks against NFC in different media is pre-
sented. Overall, an attendance system is compromised mainly by tag swapping, 
tag cloning and manipulation of data occurring on the NFC device and opera-
tional server. 

Keywords: Attendance system · Near Field Communication (NFC) · Security 
attack · Mitigations 

1 Introduction  

Attendance system is a system aim to record and track the attendance of a particular 
person and is applied in various locations such as the industries, schools, universities 
and business offices. There are various types of attendance systems that are applied in 
different technologies such as conventional, biometrics and tokens and sensors such 
as RFID. In most of the universities or colleges, the lecturer has to take the attendance 
of the students manually by circulating a paper for them to register their names or 
calling the names. This method waste time and lead to cheating issue done by the 
students as they can help their friends to sign for the attendance.  

Latest technologies such as biometrics identifiers[1], tokens such as smartcards and 
sensors such as RFID [2] employed in attendance systems has reduced the weakness 
of conventional attendance method rapidly. To date, near-field communication (NFC) 
has been used as a mean for recording attendances. The fact of 1.75 billion users [14] 
worldwide carries a smartphone, sensor technologies such as NFC can be materia-
lized. By using NFC based attendance system, data can be collected and process in a 
quicker way compared to manual system. In addition, all the data saved in the server 
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eliminates redundancy of attendance record and increases tracking and tracing me-
chanism of attendances. In contrast to lecturers capable of checking the attendance, 
students can also check their attendance rate using their smartphones through login 
system from time to time to avoid any miss entering of attendance. This visibility 
effect increase system efficiency and effectiveness.  

However due to contactless reading and identification of transponders without a line 
of sight, there is security concerns such as attacks on NFC devices can be performed 
without the acknowledgement of users. Attacks can be done to steal user’s information 
and abuse the attendance record functionality that causes losses to the users.  

Hence, the aim of this paper is to discuss the security attacks against NFC (Near 
Field Communication) that occur on NFC- based systems such as attendance system. 
The first objective is to present look into various security threats occurring on NFC 
based applications. Secondly, we will discuss the solutions to these issues. Finally we 
will look into attendance system as a case study in understanding the security and 
solutions. The outline of the paper is as follows. Section 2 introduces the background 
of NFC and NFC Research Framework. Section 3 shows the security attacks of NFC 
followed by the solutions in section 4. Next section demonstrates the NFC attendance 
system we developed and the security attack and its mitigation. Finally, we provide a 
conclusion in the last section. 

2 Background of Near Field Communication 

NFC can be used with a large diversity of devices like mobile phones, notebooks, 
printers, speakers, and consumer electronics. NFC enabled applications and services 
are developed in three different operating modes which are reader/writer mode, card 
emulation mode and peer-to- peer mode. Read and write mode provides NFC devices 
to read and modify data stored in NFC compliant passive transponders such as NFC 
tags while card emulation mode provides NFC devices to act as a standard smart card 
for payment and ticketing purpose. Lastly, peer-to-peer mode enables two NFC de-
vices to establish a communication to exchange data or other kind of information.  

Near Field Communication (NFC) is a short range, low bandwidth, high frequency 
and wireless communication technology based on Radio Frequency Identification 
(RFID) technology which can transfer data over a distance up to 10 cm only by simp-
ly touching with another NFC device or reader. In this NFC research framework, 
there are four group which are NFC theory and development, NFC infrastructure, 
NFC applications and services and NFC ecosystem.  

 

 

Fig. 1. Classified Framework for NFC Research [1] 
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3.1 Attack on NFC Device  

The attack on device is the attacks on mobile phones such as mobile malware and 
privilege escalation and mobile phone theft. Jail breaking and rooting are the popular 
ways to avoid security measures set by mobile phone platform. These methods are 
used mainly for user or application to gain access it usually cannot access by breaking 
the restriction of the operating system. This will open further vulnerabilities that 
might be abused to gain access to restricted resources [4]. Stealing of data, damage on 
devices and alteration of confidential information can be done through the access 
gained by malware. Some examples of malware are Trojans, worms, botnets and vi-
ruses. Malwares can be affected by installing the applications from unofficial markets 
as these applications are not reviewed by the security team [5]. There are high risks of 
attacks such as the mobile phones are stolen as such devices are valuable to thief. 
According to the survey [6], there are approximately 10 % of the participants’ mobile 
phones were stolen which means that the data stored in the devices could be facing 
high security risk of unauthorized access.  

3.2 Attack on NFC Tag 

The attack on tag shows an attacker target on the NFC reader and tag. The attacks  
included cloning/copying of tags, modification of data and tag swapping issue. A threat 
of NFC tags is the copying the tag's ID and any other associated data to the blank tag to 
create the tag with same content as the original [7]. This act of cloning or copying tags 
can easily to be done and leads to losses in money and trustworthiness towards the tech-
nology [8]. Since the security level of NFC tag is low and many NFC tags are repro-
grammable, modification on the tag is based on the signal modulation is used [9]. The 
impact of data modification depends on the system scenario the information that was 
modified. Tag swapping is a quite simple tactics and is a threat in retail product tracking 
and automated sales processing [7]. Tag swapping is a process that involved in remov-
ing NFC tag from a tagged object and attaches it to another one NFC with modified 
data. For example, tag swapping is an attacker or thief that picks the higher price item 
but the tag has been switched with the tags of low price item. The integrity of back-end 
system would be violated due to its failure to track the correctly ID of the correlate 
items. 

3.3 Attack over Air Interface 

The attack over air interface means attack occurring without contact of NFC devices or 
NFC tags. Among attacks occurring at this stage is DOS, Man-in-the middle, relay at-
tack, eavesdropping and data insertion. DOS attack is possible when an attacker gene-
rates collisions for every possible device address and simulates the existence of a high 
amount of devices in range of the reader. The attack of man-in the middle is when two 
parties are communicating with each other through a third participant with their know-
ledge. An authentication system would not help, because the attacker can also intercept 
and set up one secure channel to the first party and a second secure channel to the 
second one [10]. The attacker can launch a relay attack by using another communication 
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channel as an intermediary to increase the range. The attacker needs no physical access 
to the device, but only an antenna and the relay in reading range [10]. In order to access 
the NFC tag, two proxy devices are set up between the tag and reader. Since NFC sys-
tems communicate over an open and accessible air medium with electromagnetic 
waves, hence, eavesdropping is a logical attack. Because the attacker does not need the 
power of the active part of the communication for answering, he is able to amplify weak 
signals received over a distance up to 30 - 40cm. The attacker could insert a message 
into the communication before the information is sent to the original receiver. This 
would be only successful if the transmission is finished, before the answering device 
starts with its answer. Otherwise the message would be corrupted. 

4 Mitigation Solutions for NFC Attack 

There are such many potential NFC attack discovered based on three type of attacks 
such as attack on NFC device, NFC tag and over air interface. The following are the 
suggested and recommendation possible solutions for those attacks. 

4.1 Solution for Attack on NFC Device  

In order to protect against secure element and mobile malware can be achieved in 
various ways such as secure element and antivirus solutions. “Secure element is the 
combination of hardware, software, interfaces and protocols embedded in a mobile 
device that enable secure storage”. Secure element can provide security for payment 
(e.g. payment data, key) and execution of applications. There are different forms of 
secure element classified as non-removable and removable such as Secure Memory 
Card, Universal Integrated Circuit Card (UICC), Baseband processor and embedded 
hardware [11]. Many antivirus products for mobile phones had been offered by many 
antivirus vendors like Kapersky, Symantec, F-Secure, ESET, McAfee and others. 
These products are still using traditional signature-based detection techniques that 
monitor execution traces and file accesses. The major challenges for these products is 
come from social engineering which may tempt the users skip the warning provided 
by antivirus software. Due to weak runtime privilege control on mobile systems, anti-
virus software could be neutralized once malware is launched [12].  

4.2 Solution for Attack on NFC Tag  

There are some possible countermeasures for attacks on NFC tag by the usage of digital 
signature [9], unique identifier and faraday cage approach [13].Every NFC tag has a 
unique identifier that is pre-programmed at the factory and constant throughout the  
lifetime of the hardware. The tag identifier is a low level serial number, it used for  
anti-collision and identification and this technique works perfectly in curbing cloning 
attack. Faraday cage is a metal mesh or foil container which is impenetrable by any  
kind of electromagnetic waves [13]. Faraday cages can use in preserving data privacy in 
NFC tag.  
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4.3 Solution for Attack over Air Interface 

Man in the Middle attack is a challenging attack to be performed. For this to occur,  
three devices have to be in a single range in order to disturb each other. To get a stable 
working communication, the attacker in the middle has to shield the connection between 
the other two devices. This results in an attack if one of the parties is removed and re-
placed. Such an attack could be prevented by the use of authentication through a com-
mon, independent, trusted certification provider [10]. Passive eavesdropping attack can 
occur up to a distance of 30 - 40cm which limits the possibilities for an attacker to hide 
either himself or his equipment. However, in certain situations like a crowded under-
ground train at rush hour, the attacking equipment can be placed in a bag to avoid suspi-
cion and the owners of the NFC devices would, thus, be unaware that their device is 
being surreptitiously read from a passerby. To avoid this type of attack, the host device 
would need an application, which asks for permission, i.e. by entering a PIN code, be-
fore granting access to the data. As there are cases where the NFC function should also 
work even when the host device is short of energy or is switched off, there should also 
be the possibility to disable the NFC function. A simple mechanical switch would solve 
this requirement. Switching off the NFC functionality would then prevent an attacker 
from skimming the NFC data while walking by [10]. 

5 Case Study: NFC-Based Student Attendance System Security 
Attacks and Its Mitigations 

We have implemented a NFC-based attendance system capable of collecting and 
processing data in a quicker way compared to manual system.NFC provides conve-
nient means of collecting student/employees records. However, our scope of imple-
mentation is reduced to student based attendance system. There are three class users 
for this project which is the students, lecturers and system administrators. Each of the 
users has different privilege and the right given is based on their job scopes. For in-
stances, a student is only able to view his records and nothing else in contrast to the 
lecturer who is capable of adding courses and students names into the system. Next 
we will present the system architecture of NFC-based attendance system and the secu-
rity attacks and its mitigation. 

5.1 System Architecture on Student-Based Attendance System 

The overview on how the system function is described next. Firstly, the administrator of 
the school needs to create an account for the students and lecturers in order for them to 
login to the system. The admin are able to update the account and delete the account in 
case of wrong data is entered. Besides that, admin should generate a list of the students 
that enrolled in the particular subject for lecturers’ reference. On the mobile app, stu-
dents need to login to their account in order to register for the attendance for each class 
that they attend. They also can view the amount of attendance for respective subjects on 
their phones. For the lecturers, they need to login to the system first and select the sub-
ject every time they want to record the attendance. The lecturers will be able to calculate 
the total attendance of the class and generate a report about the attendance rate at the 
end of the semester. Based on Figure 3, the architecture of the attendance system is 
presented. 
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6 Conclusion 

In this paper, NFC is analyzed through three main components which are attacks on 
air interface, NFC enabled devices and NFC tag. All possible and recommended solu-
tions on tackling the attacks are also provided. An attendance system based on NFC is 
also presented and the security attacks and mitigation technique have also been dis-
cussed. In the future, we will venture into enhancing the security of NFC based atten-
dance system by using multimodal authentication mechanisms.  
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Abstract. Robotic devices are particularly useful applications in the field of 
functional rehabilitation following neurological injury such as the spinal cord 
and stroke which lead to motor impairments. Different rehabilitation devices 
members are under study to assist therapists in their work. In this paper we pro-
pose to reproduce human walking movements on a robotic rehabilitation chair 
of lower limbs, produced in the laboratory (LRPE). To do, we apply real walk-
ing signals on developed control law for this purpose. This law using kinematic 
model based on neural networks {Feed forward neural network (FFNN). Re-
production actual walking movement made from OpenSim database, is open-
source software allows users to that develop, analyze, and visualize models of 
the musculoskeletal system, to generate dynamic simulations of movement, and 
compare with data base’s movement. Proposed control law provides a high per-
formance and fast convergence with extremely low error, and offers optimal re-
production of movement during human walking, and a secure rehabilitation. 

Keywords: Robotic rehabilitation · Neuronal network control · Lowers limbs · 
Human physiological movements · Kinematic model · Path tracking 

1 Introduction 

The nervous system gradually building internal models by experience, they use them 
in combination with impedance and feedback control strategies, these models are 
developed and finalized in childhood [1]. The use of robotic rehabilitation for the 
practice of repetitive motion, using improved motor recovery, they eventually im-
prove learning and motor rehabilitation beyond levels possible with conventional 
technology. This is possible because it can replace the physical training efforts of a 
therapist, allowing more intensive and repetitive motions delivering therapy at a rea-
sonable cost for assessment and quantitatively the level of motor recovery by measur-
ing strength and movement patterns [2].  Therefore, the interest to use it in therapy is 
increasingly growing, for example the need for functional rehabilitation after stroke or 
following neurological injuries such as lesions spinal cord [1,3]. Rehabilitation devic-
es managed with its control algorithms, the last sound implemented so that the exer-
cise to be executed by the participant cause motor plasticity, therefore, improves  
motor plasticity [4]. Many rehabilitation devices of human limbs and joints are the 
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subject of study. In this context, we developed in LRPE laboratory a stationaries re-
habilitation prototype of lower limbs. The device is a robotic chair for neuromeric 
rehabilitation of lower limb with two motorized orthotics (right and left leg), with 
three degree of freedom (3DOF) for each of them (hip, knee and ankle). Position sen-
sors are mounted on each link to manage the flow of a predetermined motion in real 
time [5] 

In order to have a good operation of the device, to obtain optimal reproduction of 
physiological movements such as walking, precise controller with rapid response to 
changes in the joints is required. Beforehand we need to define the control strategy to 
this end we have a state of the art non-exhaustive. Marchal group’s people into four 
categories: Assisting, challenge-based, Simulating normal tasks, and non-contact [4].  

To develop a controller we are interested in the laws of commands used on rehabil-
itation devices for lower limbs, and we group them into two categories “Gait pattern 
generator” and “finite state machine”. In hierarchical control scheme the control laws 
are trying to imitate the behavior of human biological members during the march, 
from which they are inspired. To achieve this, they regulate the mechanical imped-
ance, stiffness parameters, damping, speed and/or other criteria. These strategies  
require algorithms to detect movement phases, each of them and/or under phase  
controller [6 to 8]. In Gait pattern generator scheme control, the control, signal is 
preprogrammed, based primarily on the fact that walking is a periodic motion; the 
controller must manage the pace according to information, such as position, velocity, 
impedance, the electromyography (EMG) signals etc. [5,9 to 12]. 

Our work goes into the second category, it lies in the fact of reproducing the real 
motions of human walking and controlling the trajectory of a rehabilitation system of 
lower limbs (robotic rehabilitation chair) using the kinematic model of the robotic 
rehabilitation based on Feed forward neural network (FFNN). The use of neural net-
works for system control of lower limbs is not common; In addition we aim to im-
prove the results obtained with a PID, and this because the error of the latter had 
strong variations on each joint, caused mainly by signal control. This type of signal is 
prejudicial for electronic component and actuators. The originality of this work is to 
use the error function and its derivative to control the system. The objective of this 
strategy is to cancel the error, especially when changing the direction of the trajectory 
and smoothing the control signal. As a result we have effective breeding movements 
of walking with a holy individual. To generate same walking signal, we used the 
open-source platform “OpenSim”. This one permitted to modeling, Simulating, and 
Analyzing the neuro-musculoskeletal system [13]. These analysis tools calculate joint 
forces, muscle-induced accelerations, muscle powers, angle joints and other variables 
[14]. This software has a database containing analyzes of healthy individuals; we 
implement our controller to mimic the physiological gait movements.  

This paper is arranged as follows. First, we present the rehabilitation system used 
and we establish the geometric and kinematic model before proposing its control law. 
Then, we present the control system for parameters identification based on a conven-
tional PID and the scheme with FFNN controller. Then, we will implement the con-
troller on the system. Finally, a discussion of results and conclusions are presented. 
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2 System Description 

We performed a robotic rehabilitation device for lower members dedicated to patients 
with functional deficiency. The prototype shown below, consists in reality of func-
tional orthoses, it allows the reproduction of physiological joint trajectories and take 
back loads of segmental body movement, especially walking. It comprises a seat 
mounted on a frame with two mechanical braces, placed on each side. Each orthotic 
work on sagittal plane, has three degrees of freedom, consists of three joints (hip, 
knee and ankle) and three segments (thigh, leg and foot). Joints ensure transmission of 
movement between different segments taking into account the factor of safety and 
patient’s weight and waist using a mechanism consisting of rods, gears and DCM [15] 

 
 
 

 

(a) (b) 

Fig. 1.a. Lower limbs rehabilitation chair robot. b. Link coordinate system of chair’s frame. ݈ଵ, ݈ଶ and ݈ଷ are the lengths corresponding to the thigh, leg and foot. They can be 
manually adjusted. They can be manually adjusted. We choose respectively the values 
50, 60 and 25cm, ߠ is the angle between Oxi and ݈ 

In our approach, we establish the basic coordinate system with chair’s frame, 
represented by Ox1y1 (Fig 1.b). We usual introduce a fixed coordinate system (frame) in 
which all objects is referenced to create the geometric system model. The coordinates of 
the point are given according to the plan Ox2y2 which Ox2 superimposed on l1. In the 
same way, the coordinates of the last point are given on Ox3y3 plan; where Ox3 is super-
posed on l2.The tool’s coordinates are expressed in this coordinate system [16]. 
The direct geometric model (DGM) is represented by the relation: ݔ ൌ ݂ሺߠሻ                                                           (1) 

Where ߠ is the vector of joint coordinates such as: ߠ ൌ ሾߠଵ ߠଶ ߠଷሿT                                                                                    (2) 

The vector ݔ is defined by elements of the homogeneous transformation matrix αAβ 

[17]. This matrix gives frame coordinate Rβ from those of frame Rα . We denote: ܥ ൌ cos ሺߠሻ; ܵ ൌ ܥ ;ሻߠሺ݊݅ݏ ൌ cos ሺߠ  ߠ  ሻ; ܵߠ ൌ  ሺߠ  ߠ   ;ሻߠ
Matrix which leads to frame coordinate R3 from those of frame R0 are given by 0A3 
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ଵܣଷ= 0ܣ0 ଶܣ1כ  ଷ                                             (3)ܣ2כ

ଷܣ0 ൌ ൦ܥଵଶଷ െ ଵܵଶଷଵܵଶଷ ଵଶଷܥ  0 ݈ଵܥଵ  ݈ଶܥଵଶ  ݈ଷܥଵଶଷ0 ݈ଵ ଵܵ  ݈ଶ ଵܵଶ  ݈ଷ ଵܵଶଷ0         00         0             1                          00                          1 ൪                        (4) 

The Direct Kinematic Model (DKM) is given by [18] xሶሺtሻ ൌ Jሺθሻ כ θሶ ሺtሻ                                                    (5) 

Where J(θ) denotes the (i x j) Jacobian matrix. The element «Jij  (θ) » is given by: J୧୨ሺθሻ ൌ ஔሺሻౠ                                                          (6)  

The inverse kinematic model (IKM) is calculated from the inverse matrix J-1 ac-
cording to the mathematical formulas, the model equation is: θሶ ሺtሻ ൌ Jିଵሺθሻ כ xሶሺtሻ                                                  (7) 

3 Control Strategy 

We propose a control structure using a kinematic model of the device based on 
FFNN. They are the most popular and most widely used models in many practical 
applications. Our choice for neural networks is due to the fact of wanting decreased 
high variations in the trajectory tracking error; caused by changes direction of set 
point which cannot be eliminated by PID controller. To achieve this we used the de-
rivative of error, the goal is to have an additional function with a less abrupt change, 
thanks to the specificity of the derivative. If de dt⁄  0 then e is decreasing, if de dt⁄  0  then e is growing. 

To develop our controller law we done two steps: In the first we compute the NN 
parameters; in the second we test it to control the rehabilitation lower limb chair. The 
two orthoses have the same architecture, therefore the same models. Thereby, we 
present the command of a single one. To simplify the control scheme, we use a de-
coupled architecture, where each joint is controlled by an independent controller. This 
is possible in view of the mechanics of the device and the desired trajectories. 

In the first step, to perform the learning process, the FFNN controller is trained 
through a classical PID controller. Identification of parameters was done by construct-
ing a database from PID data controller, this step shown in Fig. 2.  

 

Fig. 2. Control low shame with PID 
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Fig. 3. Copy of PID controller. ݁ is the error between the desired output trajectory and the 
trajectory of the device. ܷ is the desired control; ܷ  is thee estimated control; ݁is the NN 
error between the estimated control and the desired. 

The PID is used to identify and provide the required training data. In training the 
network, its parameters are adjusted incrementally until the training data satisfy the 
desired mapping as well as possible; that is, until (U) matches the desired output U as 
closely as possible up to a maximum number of iterations. To train the FFNN we use 
Levenberg-Marquardt optimization [19].  

The second step an adaptation of the neural controller to regulate its parameters ac-
cording to the task performed is used (Fig 4).  

 

Fig. 4. FFNN control law Structure 

The FFNN used is composed of three layers. The input layer consists of two neu-
rons, the hidden layer of five neurons, and the output layer of one neuron. The matrix 
output « V » of hidden layer and the output « U » of network are given by:     ܸ ൌ ݂൫ ଵܹܧ  ܷ ଵ൯                                             (8)ܤ ൌ ݂ሺ ଶܹܸ   ଶଵሻ                                              (9)ܤ

Where ( ܹଵ, ܹଶ) and (ܤ,  ଵ) are respectively the weights and bias matrices toܤ
adjust. And ݅ ൌ 0, … ,5 is the number of neurons in input layer and ݆ ൌ 0, … ,2 is the 
number of neurons in hidden layer. f(.) and g(.) are the activation function. They are 
choosing as sinusoidal for hidden layer, and as linear for the neurons of output layer. 

4 Implementation and Tests 

The command structure that we have established is validated by generating gait of 
human walking, and implements it on lower limbs robotic rehabilitation. This trajec-
tory is a challenge that is the subject of discussion within the scientific community. 
Marchal has made a detailed study that includes several works on this subject [3]. The 
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figure below is this layout of the variation of hip angle, knee and ankle during two 
cycles of healthy human walking. The data were obtained from OpenSim library. 

 

Fig. 5. Human walking cycle  

Neural network’s parameters (weights & biases) obtained after the learning are given: ܤଵ ൌ ሾെ3.1364 0.5202 െ0.4258 1.7687 2.8117ሿ                 (10) 

    ଵܹ ൌ ቂ2.0986 െ1.3270 0.7758 1.8407 0.60192.3193 െ0.2283 െ2.6654 2.4756 െ3.3121ቃ்
ଶܤ (11)               ൌ ሾെ0.1439ሿ                                                            (12) 

ଶܹ ൌ ሾെ0.4228 െ0.5471 0.2135 െ0.2421 0.4002ሿ                (13) 

The following figures show the behavior of controller, the evolution of error tack-
ing. The variation of the chair of rehabilitation hip joint in its path is shown in Fig.6. 
Fig.7 illustrates the tracking error and Fig.8 the control signal. 

 

Fig. 6. Varying path of hip joint 

 

Fig. 7. Hip joint error tracking 
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Fig. 8. Hip joint control signal (U) 

We repeated the same thing, giving the motion tracking, error and the control sig-
nal successively, of the knee and ankle joint at the left and right respectively.  

 

Fig. 9. Varying path of knee joint Fig. 10. Varying path of ankle joint 

 

Fig. 11.   Knee joint error tracking Fig. 12. Ankle joint error tracking 

  

Fig. 13. Knee joint control signal Fig. 14. Ankle joint control signal 
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5 Discussion and Conclusion 

The objective of this work is to establish an intelligent control law using neural net-
works for a robotic chair rehabilitation of the lower limbs. The implementation of the 
control law is done by generating the signal physiological joint trajectories. For the 
smallest mistake possible and try to get a signal error with minimal oscillations, we 
conducted several training attempts, with more or less time. A high oscillation fre-
quency of the error signal has a large variation of the control signal, which is harmful 
for electronic components, such as motors. Therefore, we introduced the derivative of 
the error in the second FFNN controller input. The tests of the proposed control show 
a good performance. Indeed all the errors joints are low and the control signal does 
not have a sudden change. However, the error signal shape of each municipality has 
thousands of oscillations due to variations in successive orders.  
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Abstract. The prehension is a complex biomechanical process; it involves nearly 
200 muscles and a large number of joint and bones. Replicate this process is a 
complex and challenging technology. Nevertheless, it is possible to target apart of 
this process in order to develop systems to provide a degree of autonomy to 
people with handicap linked to an amputation of the hand, and the muscles of the 
forearm are still functional. This paper is about the design of a prototype myoelec-
tric clamp, which can grasp and hold a wide range of usual objects. So the system 
is activated by EMG stimulations and relays on force and slip feedback to achieve 
the grasping task. In this work we show the feasibility of a low cost and efficient 
clamp that can maintain objects by avoiding accidental falls or damages caused by 
unregulated force applied over the grasped item. 

Keywords: Myoelectric clamp · Humanoid prosthesis · EMG signal · Artificial 
hand · Force feedback 

1 Introduction 

Since the eighties, myoelectric systems are built, in order to give back some mobility, to 
persons suffering from handicap caused by an amputation of the upper or lower limbs. 
In 1986 a patent has been filed under the reference US4623354 [1] for the figment of a 
myoelectric clamp, operated by a myoelctric signal sensed over the muscles of the fo-
rearm. It was only able to grip or release items, without any control of the slid or the 
strength applied. In 1987 another patent was filed under the reference US4650492 [2], 
for achieving a myoelctric hand which can provide to gripe an items and hold it, using a 
slid control, the system is running after the myoelctric excitation, he uses a touch sensor 
to attest the begging of the contact between the hand and the object and then, controlling 
the position of the actuator according to the data provided by the slip sensor. Nowadays, 
myoelctric systems are made and marketed, for example the I-LIMB ULTRA [3], this 
hand has a humanoid design, with a carpe and five fingers independently animated by 
using encoding excitation, the hand grip is more human like. However this system can’t 
support the slip control and there is no automatically grip or touch feedback. Other work 
is also carried out in this field, like myoelectric arm designed in APL John Hopkins 
university, this one is controlled by chest myoelctric signal, indeed the team has graft 
the nerves of the amputee arm on the chest [4,5,6,7,8]. This is more natural way for 
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controlling prosthetic, but it needs lot of training in order to be able to activate some 
area of the chest rather than other, this system is also not provided with any slip control 
or sensitive feedback. So using such a system that is not equipped by a slipping control 
is very laborious for amputees, indeed in this case the user can only rely on a visual 
feedback, which often leads to accidents. Some myoelectric systems try to associate a 
vibrotactile feedback to the visual feedback [9], in fact the authors have equipped an 
anthropomorphic hand with a vibration device which is activated when a pressure is 
sensed over the fingers. Those vibrations are modulated according to the perceived 
strength. Such a system actually allows somehow the user to feel the object but it is not 
enough to prevent from grasping accidents, the user needs a lot of training to correlate 
the strength applied with the vibrations felt. Especially as a lot of studies shows that 
nerves ending stimulated in case of vibrotactile stimulations are different from those 
stimulated in case of a real grasp [10,11,12]. At the EPFL prosthesis with a haptic  
feedback has been developed. Indeed the patient may even evaluate the hardness of an 
object, this is achieved by electrical stimulation of the median and radial nerves. The 
method consist in surgically connect excitation electrodes to the mentioned nerves [13]. 
This way the patient would be able to regulate his grasp corresponding to what he feels. 
Even if this method allows the patient to somehow feel the grasp, its remains compli-
cated to achieve because of the delicacy of surgery, also because of the haptic method 
used, in fact the electrical stimulation is a controversial approach [14,15,16]. Some ro-
botic hands try to bring a mechanical response to those grasping control, in fact they are 
mechanically designed to keep holding items without any feedback or control system. 
The DEXTEROU HAND designed by SCHUNK Company is one example. This hand 
is provided by 03 fingers which can encompass the item, this prevent from slides but 
that do not prevent from damages because of no force control. The CANADARM used 
by NASA is also another example, he is fitted by a grasping ring which avoids any item 
skipping, it could be a good perspective when adapted to a hand proportion, but those 
solutions does not fit with an assistive anthropomorphic system. To summarise, to 
achieve an assistive myoelectric prosthesis it is necessary to consider the grasping con-
trol, in order to avoid damages that could be caused by the fall or an undue grasping 
force. That’s why some systems try to incorporate a haptic feedback that allows the 
experimented user to regulate his grasp according to what he feels. However those  
approaches are still complicated and lead to a lot of work and spending. We can also 
consider mechanical approaches but that do not resolve the problematic. Our approach 
consists to set a unit that automatically controls the grasp. It is possible to proceed using 
a set of force sensors and merge data in order to find marker, but it involves a lot of 
sensors and data acquisition and fusion thus a relatively tedious process. It’s also possi-
ble to proceed using a shifting sensor, and relay on the data provided to compute the 
strength of the grasp. This is in fact the goal of the work conducted and presented over 
this paper. 

2 Proposed Structure 

We designed and manufactured our own myoelctric platform in order to achieve and 
test the grasping control system, in this context we had to: 
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• Acquire the myoelectric signal; 
• Design an efficient mechanical effector; 
• Generate a command based on data collected. 

Our work has focused on the development with a small cost, of a prototype of 
myoelectric system, which is able to allow the user to make easy grip for a lot of daily 
items, using EMG data and slip sensor. So this paper is about the realization of a 
clamp prototype, ordered to seizure and retention a range of items by electromyogra-
phy. The system thus produced must ensure retention, this by analyzing the relative 
sliding of the requests object, by using an optical slide sensor. Indeed, for this purpose 
we will use a simple device for measuring relative displacements and very replied, 
with a good resolution: the pointing device or computer optical mouse. Finally devel-
oped system will be a myoelectric clamp, ensuring the maintenance object by analyz-
ing their relative sliding with the assistance of a computer optical mouse. The system 
can be represented by the following diagram: 

 

Fig. 1. Overall scheme of the system, shows how the system is conceived, the control module 
ensure the grasp according to the myoelectric data, and data provided by the slip sensor 

3 Myoelectric Data Acquisition 

The acquisition chain is operated like any other one, it is based on amplification, fil-
tering and detection as shown in figure1 below. Indeed, the signal is detected by the 
electrode and amplified with a gain of 60db, and this one is then filtered and passed 
through a stage of detection up around an operational amplifier. 

Emg Electrode. The electrode EMG are simple electrode Ag\AgCl, identical to the 
electrode used in ECG, our goal in this work is not to check what type of electrode is 
best to acquire myoelctric signal, however most studies bearing on myoelectric sig-
nals acquisition appeal to the electrode Ag\AgCl [17,18,19,20,21]. 

 
Amplification. The amplification as illustrate in figure 3. Is based on an instrumenta-
tion amplifier AD622 followed by a second amplifier OP177AP. The gain of this 
chain is about 60 db. This gain has been fixed experimentally, in fact the measure-
ment performed confirm what found through literature. The myoelectrique signal 
delivered by the EMG electrode is of the order of microvolt (from 50 to 300) [22, 23]. 

 
Filtering. This process uses a band pass filter whose bandwidth is 70Hz to 200Hz, 
which included the majority of the spectral density of the myoelctric signal 
[24,25,26,27,28]. We used a 2nd order Butterworth filter with a slop of 40db/decade. 
This type of filter is known for its stable gain (see fig. 2). 
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The final step of the acquisition chain is the detection, at this level the amplified 
and filtered signal is detected if high enough, and the control circuit treats the data. At 
this point we have seen the acquisition chain of the myoelectric signal, in order to 
detect the will of the patient to close his hand and to grip an object.  

 

Fig. 2. Amplification circuit (left) and 2nd order Butterworth band pass filtering circuit (right) 

4 Gripping Process 

The gripping process is divided into two stages, the first step is to grasp the object and 
the second one is to ensure the maintenance. 

 

Fig. 3. Diagram of gripping process, the figure illustrates two steps, the first one concern the 
seizure (first contact), the second one the holding phase 

Seizure Step. This step is to ensure the occurrence of an interaction between the 
clamp and the object. It comes to a person to feel that his hand is placed over an ob-
ject, so the system needs to sense this step using a force sensor. The sensor used in 
this application is the FSR. This sensor is used with an amplifier AD620 doubling the 
amplitude of the signal outcome from the FSR, given the low amplification gain and 
the absence of major vibration phenomenon we don’t use filter at this stage. Once the 
signal is amplified he enters into a detection unit as shown by the following figure: 

 
Fig. 4. Scheme of the conditioning chain designed to acquire data from the FSR sensor 

The threshold of detection used in the detection unit is 1.2V; this value was fixed 
experimentally as detailed in the following paragraph. A FSR sensor was fixed over 
the thumb of six volunteers, and a gradually increasing stress was applied, the volun-
teers were asked to indicate when they feel characterized stress, the results are tran-
scribed in the following figure: 
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Fig. 5. Reference threshold detection is considered as a average value 

The figure shows that the average stress felt for an effective touch corresponds to a 
weight of 36.6g. In our application we decided to match a weight of 40g as a contact 
detection threshold. To know the response of the FSR, we conducted a simple expe-
rience, which consists to put a calibrated weight of 40g over the sensor the obtained 
results are shown on the following figure. 

 
Fig. 6. Repeatability curve for the detection threshold of the FSR, which has led to an average 
voltage of 4.38 V, as shown by the blue dart on the figure 

Bearing. During this step, the system keeps the object from sliding, and maintaining 
it. For this he uses data from the sensor, and if a shift whose amplitude is greater than 
the senor resolution is detected, the holding force increases. 

Sliding Sensor. The device used to sense any shift during the bearing step, is a simple 
computer optical mouse, we used it for the following reasons: 

• Simple interfacing protocol; 
• High resolution; 
• Device ready to use. 

Indeed, the optical mouse is high precision, high resolution and already condi-
tioned, we just need to interface it with the control circuit. The resolution of the opti-
cal mouse is a main important parameter; In fact, this represents the sensitivity of the 
clamp relative to the sliding as explained. The resolution of the optical mouse is given 
with the notice of the device and its value is 800 dpi (dot per inch), but for more pre-
cision we have to proceed to an experimental measurement. Experience conducted is 
summarized in the following. We lay the optical mouse over a linear graduated track, 
and then we read the data sent by the mouse corresponding to a shifting along the 
track. The displacement counters of the mouse are initialized to zero when we shift 
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the mouse over a distance of 05mm, the X counter register is 132. That means the 
resolution measured is 05/132 = 0.0378mm. We can behold that we measure a differ-
ence of 0.00612 between the resolution given by the notice and what we found. From 
this experience we can deduce that the system may detect a sliding which amplitude is 
greater than 0.0378mm. 

5 System Performance 

The system developed shall be tried with a range of experiences; our tests will con-
cern the following items: 

• The span of the object may be held by the clamp; 
• The maximum force that can be applied by the clamp; 
• The precision of the system. 

Span. The system where designed in order to ensure the kept of different usual ob-
jects. As a cup, a spoon, a cell phone or a pen. So the spacing between phalanxes is 
7cm without incorporating the sensors, and it reduces to 5.5cm after. 

Maximum Force. The maximum force applied by the clamp is depending from the 
potential landslides. Indeed more the slip is important, more the force required to 
maintain is high. To measure this force, we switched the optical mouse connected to 
the system by another one on the table, once the clamp is closed over an object. Than 
we slowly shift the second mouse to make the system increasing the force applied. 
And we visualize on a digital oscilloscope the output of the force sensor (figure7).  

 

Fig. 7. FSR output voltage for a maximum stress is about 1.8Volts which corresponds to a 
stress induced by a weight of 1.6kg. 

Ability to Grip. To test the gripping we will interest to the grasp of some usual ob-
jects as a raw egg, to exemplify gripping of brittle items. A screwdriver as usual tool, 
a deformable plastic cup, a cell phone and a plastic pen (photo 1, figure 8). The raw 
egg is in fact a very weak object it could be easily damaged, so the seizure of this kind 
of thinks proves that our system is precise and his touch is very soft. The experience 
focused on a raw egg, which weighs 45g (photo 2).  

 

Photo. 1. Clamp firmly holding a range of usual items 
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Fig. 8. (Left)FSR output voltage for a stress induced by holding a screwdriver. This figure 
shows the output of the FSR during the grip, we can see that the voltage delivered by the sensor 
is 3.8V that corresponds to a stress induced by a weight of 90g. (Right) FSR output voltage for 
a stress induced by holding the cup. As shown by the photo 3 the system has also succeeded to 
grip a plastic cup without major twist, the output voltage given by the FSR is 4.3V as shown by 
the figure. That corresponds to a weight about 50g. 

 

Photos. 2. The clamp holding a raw egg. The egg was taken by horizontal sides successfully, 
without any damage, the test was repeated any the results were the same. 

6 Discussion 

Our goal is to perfect a myoelctric system so as to allow hand amputees, to achieve 
some daily tasks, those have become laborious, given their handicap. The proposed 
system must be able to detect and use the myoelectric signal induced by the tensing of 
involved muscles (the flexor and extensor located in the forearm). Then, the system 
must keep the grip, by controlling the sliding, this way the person can grip an item 
and hold it successfully without damages, as he shall do it before the amputation. The 
grip is realized using sliding information given by an optical sensor, this one has a 
resolution of about 800 dots per inch, which is sufficiently precise to make sure that 
the griped item is hold, so the system is running this way: When the will of closing 
hand is detected by the myoelectric module, the gripper is animated, the actuator 
make it close, until a touch is sensed trough the FSR. If a stress greater than the thre-
shold is received the system enters the controlling mode. Indeed, at this point if a 
sliding which amplitude is over 0.0378mm occurs the force of the grip is increased. 
The system is constantly monitoring the sliding information or myoelectric excitation 
to decide the following actions to undertake. The tests realized show that the clamp 
built is able to gripe and hold a wide range of usual items, the grip is made softly to 
prevent frangible items from damaging. Most bionic systems available nowadays are 
devoid from any grip control, and the only way for the users to ensure the holding of a 
grasped object is to rely on a visual feedback. Unfortunately that requires a lot of 
training and attentiveness. Unless to incorporate a haptic feedback which can 



 Achievement of a Myoelectric Clamp Provided by an Optical Shifting Control 187 

represent to the user the exact feeling of the grasp. The proposed approach provides 
those kinds of systems by an automatic holding control using an optical shift sensor to 
compute any sliding during the grasp and then increase proportionally the strength. 
This work also shows that a myoelectric prosthesis, easy to command and which can 
also provide a slip control can be developed with an approachable cost.  
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Abstract. This study focuses on the steady speed control of brush-
less DC motor with load torque disturbance from the cam and spring
mechanism. Due to the nonlinearity and complexity of the load torque,
the control system proposed in this paper is divided into the inner-loop
compensator, which is to feed-forward compensate the disturbance, and
the outer-loop controller. The inner-loop compensator uses a nonlinear
extended state observer (ESO) to compensate the actual system as a
nominal model, and the outer-loop pole assignment self-tuning PID con-
troller is used to stabilize the nonlinear nominal model. Since a set of
suitable nonlinear ESO parameters are difficult to get normally, particle
swarm optimization (PSO) is employed to optimize the observer. The
simulation results with high precision verify the effectiveness of the pro-
posed control system.

Keywords: Brushless DC motor · Nonlinear extended state observer ·
Particle swarm optimization · Self-tuning PID

1 Introduction

Brushless DC motor (BLDCM) has been used widely for its excellent speed reg-
ulating performance. As a kind of normal load mechanisms, cam mechanism
transfers motor rotation into regular vibration of load connector. The nonlinear
load torque disturbance from cam and spring mechanism is much larger than
conventional disturbance such as friction torque, and this is a new challenge
of motor steady speed control. If the disturbance action of load torque can be
observed timely, it is possible to decrease the impact of periodic disturbance
by feed-forward compensation. Han [1] proposed a novel observer, i.e. extended
state observer (ESO), which treats the disturbance as an expansive state. Some
scholars used compensation control to reject the uncertain external disturbance
based on linear ESO [2,3]. However, if the disturbance changes in a great range
just as the system studied this paper, the estimation performance of nonlinear
ESO is much better than a lineal one [4]. Nevertheless, in the practical applica-
tion, the lack of experiential knowledge makes it difficult to get a set of suitable
nonlinear ESO parameters. Recently, some heuristic optimization algorithms are
c© Springer International Publishing Switzerland 2015
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used to optimize nonlinear ESO, such as genetic algorithm, neural network and
some other improved algorithms [5–7].

Particle swarm optimization (PSO) is widely used in pattern classification,
optimization computation and controller parameter optimization, etc, for its
good convergence, search capability and low computing complexity [8–10]. More-
over, many relative optimization algorithms are researched in different fields
[11–14]. Liu [15] and Ye [16] obtained a positive effect in optimizing controller
parameters by using PSO.

Motor speed control system requires explicit dynamic performance indicators,
such as setting time, overshoot and risetime, etc. Pole assignment self-tuning PID
controller is able to assign the system closed-loop poles to expected position,
and make the system satisfy the dynamic response requirements. Moreover, the
system is stable when control a non-minimum phase system [17].

The rest of the paper is outlined as follows. The BLDCM and load torque
disturbance models are constructed in Section 2. In Section 3, in order to reduce
the impact of cam-spring load mechanism on the speed control system, we first
design a disturbance feed-forward compensator based on the nonlinear ESO and
an optimization strategy by PSO. Then, a self-tuning PID outer-loop controller
with parameter estimation is designed. Finally, we verify the effectiveness of the
proposed control system by several simulation experiments.

2 System Modeling

In this section, we construct the models of BLDCM and load torque disturbance.
It is worth noting that the load torque model constructed in this part is not total
accurate. In fact, it is almost impossible to build a perfect load torque model
due to its complexity and nonlinearity. The analyses of load torque is mainly to
reflect its nonlinear characteristic.

2.1 BLDCM Model

Without lose of generality, considering the situation in which only two phases
are working at arbitrary time, we analyze phases A/B here,

Ud = uAB = R · i + L
di

dt
+ Keω (1)

where Ud, uAB are the armature voltage and DC line voltage, respectively; i is
the armature current; R is the armature resistance; L = Ls−M is the equivalent
inductance, where Ls,M are the self-inductance and mutual-inductance, respec-
tively; Ke is the voltage constant; ω is the motor rotational speed. Similarly, we
can get line voltage uBC and uAC.

In addition the torque equation and motion equation are as follows,
⎧
⎨

⎩

T e = Kti

T e − T l = J dω
dt

(2)
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where T e is the output torque of the motor; Kt is the torque constant; T l is the
load torque; J is the rotor inertia.

The transfer function of PWM amplifier can be approximated as proportional
component [18], i.e. Ud = ku, where k is the amplification; u is control voltage
of the trigger circuit. The BLDCM structure diagram is shown as Fig. 1.

Fig. 1. The model structure diagram of BLDCM

From (1) and (2), the mathematical model of BLDCM can be obtained:

ω̈ = −KeKt

JL
ω − R

L
ω̇ − R

JL
T l − 1

J
Ṫ l +

Ktk

JL
u (3)

2.2 Nonlinear Model of Load Torque

The load torque studied in the paper is a kind of specific mechanism which is
made up of five groups of disc cams and springs. We randomly pick a set of cam-
spring mechanism to analyse the load torque model, obviously, the total load
torque is the linear superposition of five groups of mechanisms. The schematic
diagram of one of the five mechanisms is shown as Fig. 2,

Fig. 2. The schematic diagram of load mechanism
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where ω is the motor speed; α is the pressure angle; ϕ is the position angle of
contact point under polar coordinates; r is the small circle radius of disc cam
and the spring free length; R is the base circle radius of disc cam; S ∈ [0, R−r] is
the displacement of follower lever; m0 is the mass of follower lever and platform;
K is the elastic coefficient of spring.

According to [19], α = arctan S′(ϕ)
S′(ϕ)+r . The displacement S(ϕ), velocity S′(ϕ),

acceleration S′′(ϕ) and pressure angle α(ϕ) curves of a set of follower lever in a
rotation period is shown as Fig. 3 (a) and (b).

The follower lever is a free rigid body when all friction are ignored, analyses
its vertical forces, we have,

⎧
⎨

⎩

F = m0g + KS

F p cos α − F = m0a
(4)

where a is the linear acceleration and it is positively correlated to ω2 and S′′(ϕ).
Then the load torque can be described as,

T l = F p · (S + r) sin α (5)

and the total load torque of the five load mechanisms in a rotation period is
shown as Fig. 3 (c).
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Fig. 3. The characteristic curves of load mechanism

From the above analyses, it can be seen that both the dynamic models of
cam and spring are nonlinear, thus the load torque of motor be nonlinear, and
the load is much greater than normal load torque disturbance, such as friction.
Thus it’s extremely significant to design a suitable control system.
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3 Control System Design

For the control system designed in this paper, how to decrease the impact of
the disturbance is the primary issue. Though the disturbance can be suppressed
to some degree by adding negative feedback, the result is far from satisfactory.
Another motivation is that if the disturbance action can be observed in advance,
the disturbance can be compensated by feed-forward compensation.

3.1 Disturbance Feed-Forward Compensation Based on ESO

ESO is independent with disturbance mathematical model, and there is no need
to measure the disturbances directly. For a n-order dynamic system, a (n + 1)-
order ESO can be used to track output y and to estimate state variables and the
real-time action of the total disturbance. Take the second order BLDCM system
as an example, (3) can be rewritten as follows,

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ω̇1 = ω2

ω̇2 = f0(ω1, ω2) + w(t) + bu

y = ω1

(6)

where f0(ω1, ω2) = −KeKt
JL ω1 − R

L ω2 is the acceleration of the known parts;
w(t) = − R

JLT l − 1
J Ṫ l is the the disturbance action of load torque; b = Ktk

JL is a
gain of u. For such a second order system, Han proposed a particular nonlinear
ESO in [20] as follows,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e = z1(k) − y(k)

z1(k + 1) = z1(k) + h(z2(k) − β1e)

z2(k + 1) = z2(k) + h(z3(k) − β2fal(e, α1, δ)
+ f0(z1(k), z2(k)) + bu(k))

z3(k + 1) = z3(k) − hβ3fal(e, α2, δ)

(7)

where y is the output; z1, z2 are the estimated value of state variables ω1, ω2,
respectively; z3 is the real-time action of disturbance w(t); β1, β2, β3 are the
adjustable parameters of observer, respectively; k is the sampling time; h is
the sampling period. fal(·) is a nonlinear function of e described as (8), where
α1 = 0.5, α2 = 0.25, δ = h.

fal(e, α, δ) =

⎧
⎨

⎩

|e|α sign(e), |e| > δ

e
δ1−α , |e| ≤ δ

(8)
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Setting u = uc − z3(k)
b , the system can be approximated as follows,

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ω̇1 = ω2

ω̇2 = f0(ω1, ω2) + buc = −KeKt
JL ω1 − R

L ω2

y = ω1

+ buc (9)

From the discussion above, we get that the ESO compensates dynamic distur-
bances by adding an estimated disturbance feed-forward to the front controller,
and it is robust in the case that the system parameters vary in a large range.
In this way, the outer-loop controller is simplified to design a nominal BLDCM
model without conspicuous external load torque.

3.2 Nonlinear-ESO Parameter Tuning Based on PSO

The ESO can be divided into linear ESO and nonlinear ESO according to the
function fal(·). If fal(·) = e, (7) is a typical linear ESO. Gao proposed a simple
and general parameter setting method of this kind of ESO in [21]. However, if
the disturbance varies in a large range, just like the system discussed in this
work, nonlinear ESO is much better than a linear one. To get a set of optimal
nonlinear ESO parameters, PSO is employed.

In the continuous space coordinate system, the mathematical description of
the PSO is as follows [22,23]: A group of n particles in d dimensional search
space search at a certain speed, every particle update its speed and position (i.e.
the solution) vectors according to its previous best position and the group’s (or
the neighborhoods’) best position. The i-th particle of swarm is presented by
three d-dimensional vectors: velocity vector vi(t), current position vector xi(t),
and previous best position vector pi(t), xi is a solution of each iteration. If the
current position xi is better than the previous best position pi, then the pi will
be replaced by xi. In addition, the best position of the whole particle swarm so
far is denoted as pg. For each particle, the j-th (1 ≤ j ≤ d) dimensional speed
and position vectors are updated as follows,

⎧
⎪⎨

⎪⎩

v
(k+1)
id = ωp · v

(k)
id + c1 · rid · (p(k)

id − x
(k)
id ) + c2 · rgd · (p(k)

gd − x
(k)
id )

x
(k+1)
id = x

(k)
id + η · v

(k+1)
id

(10)

where ωp is the inertia factor; c1 and c2 are the accelerating factors; rid and rgd

are random numbers that uniformity distribute over [0, 1], respectively; η is the
restraint factor of speed ratio.

To tune the ESO parameters in this paper, PSO parameters are set as: num-
ber of particles n = 15; search space dimension (i.e. the number of adjustable
parameters) d = 3; inertia factor ωp = 0.79; the accelerating factors c1 = c2 =
1.49 [24]; restraint factor of speed ratio η = 1. The fitness function of PSO
should be able to reflect the quality of ESO parameters (β1, β2, β3), which is
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related to the error between the ESO estimation values (z1, z2, z3) and the real
values (ω1, ω2, w). We select the fitness function F fit in this paper as follow,

F fit =
L∑

i=1

(ω1(i) − z1(i))
2

L∑

i=1

(ω2(i) − z2(i))
2

L∑

i=1

(w(i) − z3(i))
2 (11)

where L is the number of simulation steps. The variables of F fit are z1, z2, z3,
ω1, ω2, w and L.

3.3 The Control Structure

After disturbance is compensated by feed-forward compensator based on ESO,
the system considered now is a nominal one. Pole assignment self-tuning PID
is employed here as the outer-loop controller. According to the nominal model
which is identified by the parameter estimator online, the parameters of the ESO
can be revised by off-line PSO. The control system structure diagram is shown
as Fig. 4,

Fig. 4. The control system structure diagram

where w is the disturbance action from load torque; e is the sensor measurement
error and environment noise after filtering; G′(s) is the nominal system.

Discretizating the nominal system, we have,

y(k) + a1y(k − 1) + a2y(k − 2) = b1u(k − 1) + b2u(k − 2) + e(k) (12)
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Parameter estimator is based on the recursive extended least squares (RELS)
method with forgetting factor λ as follows,

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

θ̂(k) = θ̂(k − 1) + K(k)[y(k) − φ̂T (k)θ̂(k − 1)]

K(k) = P (k−1)φ̂(k)

λ+φ̂T (k)P (k−1)φ̂(k)

P (k) = 1
λ [I − K(k)φ̂T (k)]P (k − 1)

(13)

where φ(k) = [−y(k − 1),−y(k − 2), u(k − 1), u(k − 2)], θ = [a1, a2, b1, b2]T .
The stability analyses of the system includes inner-loop stability and outer-

loop stability. Pole assignment self-tuning PID controller is employed in the
outer-loop, thus we can ensure the stability of the system by assigning all poles
into the left-half s plane. However, concerning the proofs of the convergence of
inner-loop nonlinear ESO, it’s a so attractive and challenging job that scholars
worldwide are studying this issue. Zhao [25] has made some progress on this
problem.

4 Simulations

In this section, firstly, we apply the PSO to get a set of optimal ESO parameters,
and compensate the disturbance with the optimized nonlinear ESO. Then we
assign the pole of the compensated system to guarantee the stability and dynamic
performance of the controller.

According to the actual system, the motor and load parameters are selected
as Table 1.

Table 1. The parameters selected in the simulation

Name Units Value

Torque Constant (Kt) Nm/A 0.034
Voltage Constant (Ke) V/(rad/s) 0.034
Terminal Resistance (R) Ohms 0.28
Equivalent Inductance (L) mH 0.56
Rotor Inertia (J) kg · m2 6.72e-04

In the following simulations, the simulation step size h = 0.001 s, and the
simulation time t = 1 s. From Fig. 5, it shows that fitness value decrease quickly,
and converge to a relatively tiny value after 50 iterations.

When the input signal is u = sin(t) and load torque is T l = sin(20 t), the
observed performance of linear ESO and nonlinear ESO are shown in Fig. 6.
We can see that when the disturbance is large and change quickly, the observed
performance of nonlinear ESO is significantly better.
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Pole assignment self-tuning PID controller is insensitive to sensor measure-
ment error and environment noise after filtering e(t) and disturbance compensa-
tion residual, but is unable to restrain the impact of nonlinear strong disturbance
w(t). By using the control system designed in this paper can also eliminate the
disturbance of w(t) and e(t), the control performance comparison is shown in
Fig. 7.

5 Conclusion

This paper proposes an effective BLDCM steady speed control approach by
feed-forward compensating disturbance based on ESO. The simulation results
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verify that nonlinear ESO is more suitable than linear ESO if the disturbance
varies in a large range. Using PSO to tune the nonlinear ESO parameters is
an effective method, and the parameters we get are applicable in many system
models which are in a wide range. Moreover, the system can be seen as a nominal
one after the disturbance feed-forward compensation and pole assignment self-
tuning PID is investigated to guarantee the global convergence, the dynamic and
static performance of the whole control system are ensured.
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Abstract. The article describes basic principles of creating software tools for 
monitoring and parameter visualization in computer control system of industrial 
robots. Concept of creating extendable data monitoring subsystem with open 
modular software architecture purposed. Architectural models, algorithms and 
software implementation of control system components on key levels of hie-
rarchy such as collecting diagnosis data in real-time subsystem, data exchange 
with HMI devices and data visualization with help of predefined and user con-
figured dialog screens are discovered. Implementation aspects of tools for 
monitoring and parameter visualization explained in application to different 
types of HMI devices like hand control panel, commissioning and programming 
software or remote terminal software. 

Keywords: HMI · Monitoring · Visualization · Mechatronic equipment · Open 
architecture · XML 

1 Introduction 

Analysis of evolution of modern computer control systems reveals the trend to com-
bine the different purpose software and create a common information environment for 
industrial automation projects. In such a project common software tools for imple-
menting monitoring and parameter visualization subsystems should be used to support 
integration of equipment from different vendors [1]. 

2 Prerequisites for Creating Tools for Monitoring  
and Parameter Visualization 

Most of modern computer control systems are based on dual-computer architecture 
concept: one computer serves the real-time task, executes NC part-program, controls 
actuators and processes PLC signals, while the other computer provides user interface 
for configuration, control and diagnosis of this system [2, 3]. Interface computer 
commonly provides the indication of limited amount of basic system parameters for 
monitoring purposes, such as the state of part program execution or current axes 
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To reduce development time and costs visualization module was implemented as 
independent software module implementing standardized interface of data visualiza-
tion component (see Fig. 2) and it can be used in various HMI applications. Object 
model of visualization component is shown on Fig. 4. 

Working sequence of configurable parameter visualization component looks like 
following: 

• HMI device stores a set of visualization description files; 
• user choose one of them and it is being processed by XML parser into DOM doc-

ument model; 
• visualization description interpreter analyzes DOM document, determines visual 

elements in it and forms the set of control system parameters to be visualized; 
• then, using monitoring data storage and transmission module the necessary re-

quests are sent to control system kernel to set up monitoring of those parameter 
changes; 

• when parameter update notifications are being received interpreter updates visuali-
zation screen contents according to given visualization description. 

The structure of visual interface description file is shown on Fig. 5. 

 

Fig. 5. Structure of visualization window description file in XSD scheme form 
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Abstract. A dynamic multi-swarm particle swarm optimizer
(DMS-PSO) (This research is partially supported by National Natural
Science Foundation of China (Grant No.61473266), and China Postdoc-
toral Science Foundation (Grant No. 2013M541990)) is implemented to
tune the gain settings of PI controllers for an autonomous hybrid energy
system consisting of wind-turbine, solar photovoltaic, diesel engine, and
fuel cell generator, as well as an aqua electrolyzer and energy storage
system. The system performance has been verified under three differ-
ent conditions using experimental data. Simulation results show that
the DMS-PSO achieves better suppression of frequency fluctuation than
basic particle swarm optimizer and differential evolution algorithm.

Keywords: DMS-PSO · PI control · Power deviation · Frequency
fluctuation · Hybrid energy system

1 Introduction

Sustaining system reliability and continuous power service to satisfy the load
demand are essential specifications of electrical power generation systems. These
specifications are even more significant in hybrid energy system (HES) environ-
ments, since the intermittent nature of renewable sources strongly contributes
to the complexity of operations. Therefore, multiple strategies that seek sup-
pressing power deviation and frequency fluctuation and hence focusing on the
feasibility, stability and reliability of HES designs are found in the literature.
Various optimization approaches, such as genetic algorithm, particle swam opti-
mization, neural network, fuzzy logic are studied in the literature as venues to
optimize the frequency fluctuation and power deviation. Majid et al. [1] propose
a novel control strategy for frequency control, where a first-order transfer func-
tion is used to represent the dynamics of the wind turbine, photovoltaic panels,
fuel cell, as well as power and system frequency variations. Dulal Ch Das et al.
[2] advance a PI frequency controller used in conjunction with a particle swarm
optimizer to reduce the frequency deviation. Furthermore, PI controller based
on a genetic algorithm was also proposed by those authors [3]. Taghizadeh et al.
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 208–215, 2015.
DOI: 10.1007/978-3-319-20472-7 23
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[4] investigate a novel fuzzy-logic frequency controller for an HES, based on the
optimization of rule bases by a teaching-learning optimization algorithm.

Recent developments in numerical optimization technologies include the par-
ticle swarm optimization method (PSO) [5,6] is first introduced in 1995 by
Kennedy and Eberhart inspired by observations of the flocking behavior of birds
in flight. More precisely, the technique is a stochastic algorithm based on the
unpredictable group dynamics of birds social behavior. A plethora of documented
results show that the PSO algorithm has many advantages. It is simple in con-
cept, easy to implement, efficient to compute, and less dependent on experience
parameters. Multiple successful industrial applications attest to the usefulness
and effectiveness of the PSO method. Building upon the success of the PSO
method, the multi-swarm particle swarm optimizer (DMS-PSO) technique [7]
is now being investigated in the literature, featuring based on a local PSO ver-
sion as well as a new neighborhood topology. The neighborhood topology has
two important characteristics: it involves multiple but small-sized swarms and
includes a randomly regrouping schedule. In contrast to basic PSO approach,
the DMS-PSO technique has a neighborhood topology that is dynamic and ran-
domly assigned.

In this paper, three numerical optimization techniques are investigated for the
design of proportional-integral controllers that can effectively suppress power-
frequency fluctuation in an HES that consisting of a wind turbine, a photovoltaic
panel, a diesel engine, a fuel cell, an aqua electrolyzer, an ultra-capacitor, and
a battery. More specifically, we consider a PSO method [5,6], a DMS-PSO [7]
technique known to posses the advantages of fast searching speed and good
global searching stability, as well as a differential-evolution (DE) optimization
method [8]. A numerical simulation study is carried out to assess the efficacy
and effectiveness of each optimization-based control design technique considered.
The paper is organized as follows: Section 2 describes the HES configuration,
Section 3 introduces the optimization strategies used finding the optimal tuning
parameters for PI controllers, Section 4 discusses and analyzes the results, and
Section 5 presents concluding remarks.

2 System Configuration

A general block diagram of the hybrid energy system considered in this work is
shown in Fig. 1. The system consists of the following seven subsystems: a wind
turbine (WT), a photovoltaic (PV) panel, a fuel cell (FC), a diesel engine (DEG),
an aqua electrolyzer (AE), a battery (BESS), and an ultra-capacitor (UC). In
the proposed system, the WT and PV components are the main sources used for
satisfying load demands, and they operate in an intermittent fashion as dictated
by changes is wind speed and solar irradiation. The FC is a long-term backup
power supply for load response, and all the hydrogen it consumes is produced
by the AE. In addition, the UC and BESS components are used for short-time
backup operation, supplying fast transient power to supplement the intermittent
output production of other components. The DEG is a standby power supply
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that is also used to supplement the output of the intermittent sources to ensure
meeting all load demands. Table 1 shows that the transfer functions for the
subsystems WT, PV, FC, AE, DEG, UC, and BESS are considered to be first-
order rational functions.

PVWT

AE

FC

DEG

BESS

UC

PS

PL

+ +

+ 
+

 _ 

+

f

SYSF
+ _ P*

+_ +_ 

PIAE

PIFC

PIDEG

PIBESS

PIUC

PWind

Fig. 1. Block diagram of the hybrid system considered, including WT, PV, FC, DEG,
AE, BESS and UC. The wind power and solar irradiation are respectively denoted as
PWind and φ. The HES frequency f is used as the input to five PI controllers used to
adjust the subsystems seeking to achieve optimal performance.

Table 1. Transfer function nomenclature for the subsystems of the HES.where the
symbol K is used to represent a gain and the symbol T a time constant of the subsystem
identified by the subscripts of these symbols

Generation Subsystems Fuel Cell Subsystems Energy Storage Subsystems

GPV (s) =
KPV

1 + sTPV
(1)

GWT (s) =
KWT

1 + sTWT
(2)

GDEG(s) =
KDEG

1 + sTDEG
(3)

GFC(s) =
KFC

1 + sTFC
(4)

GAE(s) =
KAE

1 + sTAE
(5)

GUC(s) =
KUC

1 + sTUC
(6)

GBESS(s) =
KBESS

1 + sTBESS

(7)

The PV power is a clean energy extracted from the solar irradiation φ (mea-
sured in power units, and defined as the product of radiance times the total
active area of the panel). The first-order transfer function GPV given in Equa-
tion (1) of the table describes the input-output relationship GPV = �PP V

�φ .
Analogously, the WT power depends on the wind power PWind, and the first-
order transfer function GWT shown in Equation (2) of the table describes the
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relationship GWT = �PW T

�PW ind
. The DEG, an important subsystem capable of

fast dynamic response, is modeled as Equation (3). The dynamics of the fuel
cell, whose electrochemical reaction consumes hydrogen generated by the AE
subsystem, is modeled using Equation (4). The AE, using part of PV or WT
generated power to produce available hydrogen for the FC, can be expressed by
Equation (5). The UC subsystem and the batterym, which are valuable HES
resources to deliver effective response to load changes under adverse sunlight
irradiation variations or wind speed drops, are respectively given by Equations
(6) and (7). [2,3] Fig. 1 shows that the system frequency f of the HES is related
to the power balance PS through the operator SYSF. In this study the dynamics
of the frequency is described by the transfer function

GSYSF (s) =
�f(s)
�PS(s)

=
1

D + sM
(8)

where M is the equivalent inertia constant of the HES and D is damping constant
of the HES [2,3]. The study is conducted in a numerical simulation environment
using the MATLAB software, where the dynamics of all the transfer functions
have the gain and time constants reported in Table 2 [2,3].

Table 2. Values for the parameters of the transfer functions used to describe the
dynamics of the HES

Gain Constant Time Constant Gain Constant Time Constant

KWT = 1.0 TWT = 1.5 KDEG = 1/300 TDEG = 2.0
KPV = 1.0 TPV = 1.8 KUC = −7/10 TUC = 0.9
KAE = 1/500 TAE = 0.5 KBESS = −1/300 TBESS = 1.0
KFC = 1/100 TFC = 4.0 D = 0.03 M = 0.4

3 Optimization Strategy

A previous literature contribution cited in Section 1 reports the HES perfor-
mance obtained using PSO methods to adjust all the tuning parameters. In
this study we investigate potential improvements that may be realized using
the alternative DMS-PSO method as well as the DE approach for finding opti-
mal controller tuning parameters. For comparison purposes, we also carry out
optimization studies utilizing the closely-related PSO method as a reference.

The optimal tuning parameters for the controllers are found by taking into
consideration both power-balance deficiencies (as captured as variations of power
balance represented as PS) and frequency changes (characterized thorough vari-
ations indicated by the symbol f). A set of 10 controller tuning parameters
is considered optimal if they minimize the integral-of-the-squared-error (ISE)
fitness function

ISE = KISE

tf∫

0

(f)2 dt + (1 − KISE)

tf∫

0

(PS)2dt (9)
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where tf is a final signal-duration time. The parameter KISE in Equation (9)
is a scalar in the range [0, 1] that weights the contribution of frequency and
power-balance fluctuations. We minimize the ISE functional (9) using DMS-
PSO, PSO and DE technique. We adopt the values KISE = 0.5 and tf = 150 s
for Equation (9).

4 Results and Analysis

The simulation results for Cases 1, 2, and 3 are respectively plotted in Fig. 2(a)
to (d). Fig. 2(a) shows the time evolution of wind power PWind , solar irradiation
φ and load signal PL indicated in Case 1, 2, and 3. The graph groups in Fig.
2(b) shows the time evolution of the HES power generation P ∗and frequency f
for Case 1, 2, and 3. Inspection of Fig. 2(b) shows that in all the three Cases,
the curves for the PSO, DE, DMS-PSO are not significantly different. However
in Fig. 2(c), which has signal plots over a reduced time interval for the purpose
of magnifying the wave features, there are some obvious differences among the
plots. While Fig. 2(d) shows the power curves for DEG, UC, BESS and FC
subsystems for Case 1, 2, and 3. Furthermore, graphs (a), (b) and (d) adopt
the following line-type conventions: the black lines denote Case 1, the blue lines
show Case 2, and the red lines designate Case 3. For graph (c), while a red
solid line denotes the performance obtained by a PSO-optimized PI controller
design, a blue dashed line denotes the DE-optimized PI controller design, and
the black dotted line designates the performance of the PI controller design using
the DMS-PSO approach.

4.1 Time-Domain Analysis of Case 1

In this case, only a step change of wind power is considered. Black lines in Fig.
2(a) shows the wind power change and load demand of Case 1. During 0 to 50 s,
the average power wind turbine generated is 0.2 p.u., and load demand is 1 p.u.,
but at 50 s, the power of wind turbine generator suddenly increases to 0.7 p.u.
and at 100 s, the load suddenly decreases from 1p.u. to 0.8 p.u.. The black lines
in Fig. 2(b) reveal that the abrupt changes of load and wind power of Case 1
indicated in Fig. 2(a) entail the generation of oscillatory patterns in the HES
power generation P ∗ and frequency signal f . The wavy pattern is characterized
by at least three easily visible local extrema (namely, wave peak or trough). An
analysis of the first panel in Fig. 2(c) shows that the DMS-PSO approach leads to
time-traces of lower amplitude and shorter settling times, hence outperforming
the alternative PSO and DE methods.

4.2 Time-Domain Analysis of Case 2

This case assumes that only solar panel is connected to the system. As it is shown
by the blue lines, the load demand increases to 1 p.u. at 30 s, the solar photo-
voltaic power keeps 0.2 p.u. before 50 s and increases at a steady rate between
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Fig. 2. Simulation results for three Cases



214 L.-L. Wu et al.

50 s to 100 s, and keeps 0.8 p.u. after 100 s. The blue curves in Fig. 2(b) show
signal traces that again reveal oscillatory behavior following the step change that
occur at 30 s in Fig. 2(a). In particular, from the second panel of Fig. 2(c), it
is clear that the plots corresponding to PSO controller experience greater vari-
ations than the curves corresponding to the DE and DMS-PSO control designs.
Furthermore, the DMS-PSO plot settles to a value of 1 p.u. much faster than
other two plots. Analogously, in the third panel of Fig. 2(c), the frequency vari-
ations in the plot for the DMS-PSO method settle faster. Finally, the DEG,
UC and BESS curves in Fig. 2(d) show that the DMS-PSO based PI controller
scheme leads to smoother and faster-settling dynamics than the PSO and DE
formulations.

4.3 Time-Domain Analysis of Case 3

This case assumes that both solar panel and wind power are connected to the
system. The simulation results can be analyzed as follows:

1) Base Regime. In the interval 0 < t < 30 s, PWind is approximately 0.13 p.u.,
and the solar irradiation decreases from 0.45 to 0.1 p.u., while the load demand
remains at 1 p.u.. Since at t = 0 s the power generated by the HES is lower
than the load demand, the DEG is connected to the system to supply a power
PDEG of approximately 0.1 p.u.. Meanwhile, as the total generated power from
the combined PV, WT, DEG, and FC subsystems is lower than PL, the energy
stored in the UC and BESS is released to the connected load, and hence, PUC

and PBESS are both negative in the graphs.
2) Sudden Load Drop. In the time interval 30 < t < 80 s, PWind remains at

0.13 p.u. and the solar irradiation increases slowly, but the load demand sudden
drops to 0.5 p.u. at 30 s. Accordingly, PDEGdrops from 0.16 to 0.06 p.u., and PFC

declines from 0.9 to 0.4 p.u.. The ultracapacitor power PUC delivered by the DE
and DMS-PSO design methods show fast rises to values above zero, and remain
positive during the remainder of the period. This shows that the UC switches
to a power storage mode. In contrast, the PSO-controller curve keeps declining
during the period, showing that under the PSO method the UC is still charging
the load although the load demand increases.

3) Sudden Load Rise. In the period 80 < t < 120 s, the solar irradiation
remains at 0.45 p.u. and PWind is fixed to 0.13 p.u.. As the load demand sudden
rises to 1 p.u. at 80 s, the PDEG and PFC power signals increase to supply the load
demand. In addition, the PUC signal of DE and DMS-PSO methods suddenly
decrease to a value of −0.6 p.u., showing that the UC is charging. The PBESS

signal produced by the DMS-PSO control design quickly decreases to −0.1 p.u.
to respond to the sudden increase in load demand rise occuring t = 80 s.

4) Sudden Wind Power Rise. At 120 < t < 150 s, the load demand remains at
1 p.u. and the solar irradiation remains at 0.45 p.u.. Since PWind suddenly goes
up to 1.2 p.u., both the diesel generator power PDEG and fuel cell power PFC

decline. The graph for the ultra-capacitor power PUC shows that the UC subsys-
tem is storing power under each of the three design methods. The PBESS curve
for the PSO design dips below zero, showing that the battery is still charging
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when PWind is greater than the load demand, whereas, in contrast, the PBESS

curve obtained by the DMS-PSO design increases from −0.02 to 0.05 p.u. indi-
cating that the battery begins to store extra power.

5 Conclusions

This paper presents time-domain simulations for a hybrid energy system featur-
ing five PI controllers tuned using different optimization methods. Optimal con-
trol tuning prescriptions obtained using the PSO, DE and DMS-PSO techniques
are analyzed under three cases representing operating conditions that include
sudden drops or rises on load or generation. The simulation results show that
the three optimization methods for tuning lead to control designs show adequate
frequency-fluctuation attenuation properties; however, the DMS-PSO based PI
controller is found to outperform the other two techniques under the simulation
conditions described in the three cases considered. Considerd the power deviation
and frequency fluctuation are both important objects for the HES, Multi-object
PSO and DE will be used in the following research.
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Abstract. Mechanisms promoting the evolution of cooperation in two-player, 
two-strategy evolutionary games have been discussed in great detail over the 
past decades. Understanding the effects of repeated interactions in multi-player 
social dilemma game is a formidable challenge. This paper presents and inves-
tigates the application of co-evolutionary training techniques based on discrete 
particle swarm optimization (PSO) to evolve cooperation for the n-player ite-
rated prisoner’s dilemma (IPD) game and n-player iterated snowdrift game 
(ISD) in spatial environment. Our simulation experiments reveal that, the length 
of history record, the cost-to-benefit ratio and group size are important factors 
in determining the cooperation ratio in repeated interactions. 

Keywords: Evolution · Iterated Prisoner’s Dilemma (IPD) · Iterated Snowdrift 
Game (ISD) · Discrete particle swarm optimization (PSO) · N-player 

1 Introduction 

The evolution of cooperation is a hot topic among natural and social sciences [1-5]. 
Cooperative behaviors have been observed in microbes, animals, plants, and humans. 
Five mechanisms have been proposed by Nowak [24] to evolve these cooperative be-
haviors: direct and indirect reciprocity, spatial selection, kin selection, and multi-level 
selection. Among them, direct and spatial reciprocity have perhaps been the most 
widely researched [6, 7].  

In the presence of spatial reciprocity, each individual interact with his/her neighbor-
hood which is organized in certain kind of spatial structure. Over the past decades, the 
promoting of cooperation in two players and two strategies (2 × 2) social dilemma 
games have been investigated. In social dilemma games, the Prisoner’s Dilemma (PD) 
and the Snowdrift (SD) games are the most important model [8-10] for investigating 
the coevolution of cooperation in spatial multiplayer systems. As with many other 
heuristic researches, PSO has also been used in the context of prisoner’s dilemma 
game. Franken and Engelbrecht [23, 24] investigated two different approaches using 
PSO to evolve strategies, one is Binary PSO and the other is neural networks.  
Chio [25] integrated strategies from the prisoner’s dilemma into the PSO algorithm. 
They use these strategies to represent different methods to evaluate each particle’s next 
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position. Wang [11] investigated the evolution of cooperation in multiple choice IPD 
game. Those studies mainly focused on the IPD game played by two players and with 
two choices, cooperation and defection. Use discrete PSO algorithm to evolve coopera-
tion in IPD game and ISD game with multiple players were not adequately considered. 

Motivated by the findings above, this paper presents a detailed study of using PSO 
approach to evolve cooperation in the IPD game and ISD game with multiple players 
in a spatial environment.  The rest of this paper is organized as follows. An overview 
of the core IPD and ISD problem and relevant historic related work is presented in 
Section 2, followed by a short overview of the model in section 3. Section 4 explains 
the experimental procedure followed for this study, and the results are analyzed by 
various techniques. Section 5 concludes this paper by summarizing some of the major 
experimental findings. 

2 Multiplayer Social Dilemma Games   

The N-IPD game was first proposed by Boyd and Richerson [5], the N-IPD consists of 
N players (N > 2) making decision independently based on the other players’ past 
actions. The more players are cooperating, the more social benefit b they are receiv-
ing. And for cooperators, they always should pay cost c, and b > c as in the two-
player game. For example, if a player who cooperates is pitted against k other players 
and i of those are cooperators, then the payoff is bi − ck. Hence, the payoff is bi. The 
utility values ∏ ݊, where ݊ א ሾ1, … , ܰሿ, for this scenario can be formally defined as: 

 ∏ ݊ ൌ ൜ ܾ ൈ ݅ െ ܿ ൈ ሺܰ െ 1ሻ,       ݂ݏݎݐܽݎ݁ܿ ݎ ܾ ൈ  (1) . ݏݎݐ݂ܿ݁݁݀ ݎ݂            ,                            ݅

In the N-player SD game, the payoff of a cooperator is dependent examined by 
Zheng[20]. If there is only one cooperator in the group, the payoff is b−c. If two coo-
perators exist, then the payoff is (b − c/2). With three cooperators, the payoff  
becomes (b − c/3), and so on. The utility can be summarized as equation (2). To nor-
malize the range of cost and benefit, we define r=c/b as cost-to-benefit ratio. 

                            ∏ ݊ ൌ ቐ ܾ െ  ݅ ݄݊݁ݓ  ݏݎݐ݂ܿ݁݁݀ ݎ݂    ,ܾݏݎݐܽݎ݁ܿ ݎ݂    ,  ݅ ݄݊݁ݓ  ݏݎݐ݂ܿ݁݁݀ ݎ݂    ,00 ൌ 0 . (2) 

3 The Model 

The spatial version of the PSO algorithm based n-player IPD games is considered in 
this section. In the following subsections, we describe the individual components of 
our model in detail. 
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3.1 Discrete Particle Swarm Optimization (PSO) Approach for Social 
Dilemma Games 

Primarily PSO can successfully solve continuous problems. For discrete optimization 
problems, Kennedy and Eberhart [22,24-26] presented a binary version of PSO in 
1997. Each particle is considered as a position in a D-dimensional space and each 
element of a particle position can take the binary value of 0 or 1 in which 1 means 
“included” and 0 means “not included”. Each element can change from 0 to 1 and 
vice versa. Also each particle has a D-dimensional velocity vector the elements of 
which are in rangeሾെ ܸ௫, ܸ௫ሿ.  

In the PSO algorithm, The velocity of the particle is calculated using equation (3):     ܸௗାଵ ൌ ߱ ܸௗ  ܿଵ݀݊ܽݎሺ0,1ሻ൫ ܲௗ െ ܺௗ ൯  ܿଶ݀݊ܽݎሺ0,1ሻሺ ܲௗ െ ܺௗ ሻ . (3) 

For particle i, its position ݔௗ  is changed according to: 

 ܺௗାଵ ൌ ቊ1,    ݂݅ ݃݅ݏ ቀ ܸௗሺାଵሻሺ݆ሻቁ  ݁ݏ݅ݓݎ݄݁ݐ     ,0ݎ  . (4) 

Where, 

݃݅ݏ  ቀ ܸሺ௧ାଵሻሺ݆ሻቁ ൌ ଵଵା௫ ሺିሺశభሻሺሻሻ . (5) 

where for particle i, the position vector can be represented by ܺ ൌ ሺ ܺଵ, ܺଶ, … , ܺௗሻ, ܸௗ presents the velocity of the ith particle on the specific d-dimension. ߱ is the iner-
tia weight [14-18], ܿଵ and ܿଶ are acceleration coefficients. ݎ  in Equation (4) is a ran-
dom number in range [0, 1]. ܲௗ  is the best position of particle i on dimension d at 
iteration k, and ܲௗ  is the dth dimensional best position in the whole particle swarm at 
iteration k.  

3.2 The Spatial Environment for Strategy Co-evolution 

In spatial evolutionary environment, each agent participates in an interactive game 
with ݈-1 other agent drawn from its local neighborhood. Fig. 1 depicts the four exam-
ples of neighborhood structure for interaction, and single agent is located in the node 
(vertex) of the grid world. In Fig. 1(a) and (b), the two examples show that agent can 
only interact with the agents in dotted box. The regular-network (Fig. 1 (d)) is two-
dimensional and agents are connected by the edges. As for the small-world network, 
we use a version similar to the one introduced by Watts and Strogatz [25]. From the 
two-dimensional regular-network substrate we rewire each link with probability ρ 
(Fig. 1 (c)). When ρ=0, it’s essentially a regular-network. As ρ=1, it is defined as full-
connected network. 
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Fig. 1. Examples of neighborhood structures 

The calculation of the neighborhood best particle depends on the spatial neighbor-
hood structure [13, 23, 26] agents used. Various spatial neighborhood structures have 
been defined [23], of which the four neighborhood structures of Fig. 1 are used in this 
study. In general, the neighborhood best position is calculated as  

 ܲௗାଵ א ൛ܰܧ|݂൫ ܲௗ ൯ ൌ max ሼ݂݂ݕܽሺݔሻ, ݔ א  ሽൟ . (6)ܧܰ

with the neighbourhood defined as  

ܧܰ  ൌ ሼ ܲௗ ቀ݅ െ ଶቁ , … , ܲௗ ሺ݅ െ 1ሻ, ܲௗ ሺ݅ሻ, ܲௗ ሺ݅  1ሻ, … , ܲௗ ቀ݅  ଶቁሽ . (7) 

for neighbourhood size of ݈. 
4 Simulation Experiments and Results 

The experiments in the first part are conducted to analyse the influence of spatial 
structure to the cooperation learning in the population. The second part of the experi-
ments is conducted to compare the frequency of cooperation by varying the cost-to-
benefit ratio r and the number of players in all the spatial structures. 

4.1 Evolution of Cooperation by Using Discrete PSO Approach in Spatial 
Structure Environment 

The experiments of this part are testing the co-evolutionary process of behaviour  
performances in n-player IPD game within spatial structure environment. The  
following parameters are used in the PSO: the history record ܮு; r=0.2 is fixed in this 
section.  

From Table 1 and Table 2, we can find that the average cooperation ratios in two 
structures are similar; they all increase as the length of history record increase. Play-
ers in the random rewired network, such as the small-world and full-connected net-
work, are easier to cooperate than in the regular networks, such as Von-Neumann and 
Moore networks. The players in ISD game are not willing to cooperate than in IPD 
game no matter in which spatial structure; most because of the rule of the game.  
 
 
 
 
 

(c) Small-World (b) Moore (a) Von-Neumann (d) Regular-Network 
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Table 1. Average cooperation ratio in Moore and Von-Neumann structure 

History 

Record 

Moore Von-Neumann 

LH=50 

(a)  (b)  

LH=10000 

(c)  (d)  

Table 2. Average cooperation ratio in Small-World and Full-Connected structure 

History 

Record  

Small-World Full-Connected Network. 

LH=50 

(a)  (b)  

LH=10000 

(c)  (d)  

4.2 Evolution of Cooperation by Using PSO Approach in Spatial Structure 
Environment 

In this part of experiment, the cost-to-benefit ratios, r is observed to find the influence 
to the evolution of cooperation in multi-player spatial game. Payoffs of each agent are 
calculated based on Equation (1) and Equation (2). 

Fig. 2 to Fig. 5 show the influence of different cost-to-benefit ratios to average  
cooperation in 2-player games. Fig. 6 to Fig. 9 show the influence of different cost-to-
benefit ratios to average cooperation in 3-player games. Fig. 10 to Fig. 13 show the 
influence of different cost-to-benefit ratios to average cooperation in 4-player games.  

As r increases, the average cooperation ratio drops regardless of the spatial struc-
tures. When the value of r is sufficiently high, defectors would dominate the agent 
population; on the other hand, when the value of r is small it would be worth to coo-
perate. As the number of player n increases, the average cooperation ratio drops re-
gardless of the spatial structures and the type of game. From the figures we can learn 
the more players join in one game, the more hard to create mutual trust and finally 
lead to the defect. For n-player IPD game, the average cooperation ratios are above 
0.2; while for n-player ISD game, the average cooperation ratios are below 0.2. In the 
n-IPD game, players can keep higher cooperation ratio within smaller group sizes 
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persisted for the change of r. It seems that the influence of the number of player is 
less obvious in the spatial n-ISD population.  

 

      
                                                       (a)                                    (b)                               

Fig. 2. The cooperation ratio in Von- Neumann structure gamws as r increase from 0.1 to 1.  
(a) is shown in 2-IPD game, (b) is shown in 2-ISD game. 

       
                                                 (a)                                   (b) 

Fig. 3. The cooperation ratio in Moore structure games as r increase from 0.1 to 1. (a) is shown 
in 2-IPD game, (b) is shown in 2-ISD game. 

      
                                                   (a)                                     (b)                                  

Fig. 4. The cooperation ratio in Small-World structure games as r increase from 0.1 to 1. (a) is 
shown in 2-IPD game, (b) is shown in 2-ISD game. 

                                                  
                                                       (a)                                        (b) 

Fig. 5. The cooperation ratio in Full-Connected structure games as r increase from 0.1 to 1.  
(a) is shown in 2-IPD game, (b) is shown in 2-ISD game. 

 
(a)                                         (b)    

Fig. 6. The cooperation ratio in Von- Neumann structure games as r increase from 0.1 to 1.  
(a) is shown in 3-IPD game, (b) is shown in 3-ISD game. 
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                                                (a)                                         (b) 

Fig. 7. The cooperation ratio in Moore structure games as r increase from 0.1 to 1. (a) is shown 
in 3-IPD game, (b) is shown in 3-ISD game. 

 

         
                                                            (a)                                               (b)                                        

Fig. 8. The cooperation ratio in Small-World structure games as r increase from 0.1 to 1. (a) is 
shown in 3-IPD game, (b) is shown in 3-ISD game.  

         
                                                             (a)                                             (b)                                        

Fig. 9. The cooperation ratio in Full-Connected structure games as r increase from 0.1 to 1.  
(a) is shown in 3-IPD game, (b) is shown in 3-ISD game. 

         
                                                (a)                                     (b)                       

Fig. 10. The cooperation ratio in Moore structure games as r increase from 0.1 to 1. (a) is 
shown in 4-IPD game, (b) is shown in 4-ISD game.  

         
(a)                                        (b) 

Fig. 11. The cooperation ratio in Von-Neumann structure games as r increase from 0.1 to 1.  
(a) is shown in 4-IPD game, (b) is shown in 4-ISD game. 
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                                              (a)                                           (b)                       

Fig. 12. The cooperation ratio in Small World structure games as r increase from 0.1 to 1. (a) is 
shown in 4-IPD game, (b) is shown in 4-ISD game.  

         
(a)                                      (b)   

Fig. 13. The cooperation ratio in Full-Connected structure games as r increase from 0.1 to 1.  
(a) is shown in 4-IPD game, (b) is shown in 4-ISD game. 

5  Conclusion and Discussion 

This paper applied discrete PSO-based co-evolutionary training techniques to the 
nonzero-sum game of the n-player IPD game and n-player ISD game in spatial struc-
ture environments. Two main issues were presented. Firstly, discrete PSO algorithm 
is used to co-evolve the cooperation as evaluators, chose cooperate or defect accord-
ing to the fitness from the previous iteration in the IPD and ISD game. The second 
introduced four spatial structures and showed the influence of them to the cooperation 
evolution. With the increasing cost-to-benefit ratio r and group sizes n, the coopera-
tive strategies become difference. 

Future work will include an investigation of the effects of using different payoff 
matrices to influence cooperative behaviour, competing against more neighbours of 
the spatial environment.  

Acknowledgments. This work is supported by two research program of China. One is the 
Zhongshan Science and Technology Development Funds under Grant no. 2014A2FC385 and 
also supported by Production, learning and research of Zhuhai under Grant no. 
2013D0501990003. 

References 

1. Chong, S.Y., Yao, X.: Behavioral Diversity, Choices and Noise in the Iterated Prisoner’s 
Dilemma. IEEE Transactions on evolutionary computation 9(6), 540–551 (2005) 

2. Chong, S.Y., Yao, X.: Multiple Choices and Reputation in Multiagent Transactions. IEEE 
Transactions on evolutionary computation 11(6), 689–711 (2007) 

3. Chong, S.Y., Tiño, P., Yao, X.: Measuring Generalization Performance in Coevolutionary 
Learning. IEEE Transactions on evolutionary computation 12(4), 479–505 (2008) 



         Using Discrete PSO Algorithm to Evolve Multi-player Games on Spatial Structure 227 

4. Chong, S.Y., Tiño, P., Yao, X.: Relationship Between Generalization and Diversityin 
Coevolutionary Learning. IEEE Transactions on computational intelligence and AI in 
games 1(3), 214–232 (2009) 

5. Chong, S.Y., Tiño, P., Ku, D.C., Yao, X.: Improving Generalization Performance in  
Co-Evolutionary Learning. IEEE Transactions on evolutionary computation 16(1), 70–85 
(2012) 

6. Ishibuchi, H., Takahashi, K., Hoshino, K., Maeda, J., Nojima, Y.: Effects of configuration 
of agents with different strategy representations on the evolution of cooperative behaviour 
in a spatial IPD game. In: IEEE Conference on Computational Intelligence and Games 
(2011) 

7. Axelrod, R.: The evolution of cooperation. Basic Books, New York (1984) 
8. Nowak, M.A., May, R.M.: Evolutionary games and spatial chaos. Nature 359(6398),  

826–829 (1992) 
9. David, B.F.: On the relationship between the duration of an encounter and the evolution of 

cooperation in the iterated prisoner’s dilemma. Evolution of computation 3(3), 349–363 
(1996) 

10. Hauert, C., Doebeli, M.: Spatial structure often inhibits the evolution of cooperation in the 
snowdrift game. Nature 428(6983), 643–646 (2004) 

11. Wang, X.Y., Chang, H.Y., Yi, Y., Lin, Y.B.: Co-evolutionary learning in the N-choice ite-
rated prisoner’s dilemma with PSO algorithm in a spatial environment. In: 2013 IEEE 
Symposium Series on Computational Intelligence, pp. 47–53. IEEE press, Singapore 
(2013) 

12. Darwen, P.J., Yao, X.: Co-evolution in iterated prisoner’s dilemma with intermediate  
levels of cooperative: Application to missile defense. International Journal of Computa-
tional Intelligence and Applications 2(1), 83–107 (2002) 

13. Ishibuchi, H., Namikawa, N.: Evolution of iterated prisoner’s dilemma game strategies in 
structured demes under random pairing in game playing. IEEE Transactions on evolutio-
nary computation 9(6), 552–561 (2005) 

14. Zheng, Y., Ma, L., Qian, I.: On the convergence analysis and parameter selection in par-
ticle swarm optimization. In: Processing of International Conference of Machine Learning 
Cybern., pp. 1802–1807 (2003) 

15. Franken, N., Engelbrecht, A.P.: Comparing PSO structures to learn the game of checkers 
from zero knowledge. In: The 2003 Congress on Evolutionary Computation,  
pp. 234–241(2003) 

16. Franken, N., Engelbrecht, A.P.: Particle swarm optimization approaches to coevolve strat-
egies for the iterated prisoner’s dilemma. IEEE Transactions on evolutionary computation 
9(6), 562–579 (2005) 

17. Di Chio, C., Di Chio, P., Giacobini, M.: An evolutionary game-theoretical approach to par-
ticle swarm optimisation. In: Giacobini, M., Brabazon, A., Cagnoni, S., Di Caro, G.A., 
Drechsler, R., Ekárt, A., Esparcia-Alcázar, A.I., Farooq, M., Fink, A., McCormack, J., 
O’Neill, M., Romero, J., Rothlauf, F., Squillero, G., Uyar, A., Yang, S. (eds.) EvoWork-
shops 2008. LNCS, vol. 4974, pp. 575–584. Springer, Heidelberg (2008) 

18. Kennedy, J., Eberhart, R.C.: Particle swarm optimization. In: Proc. IEEE International 
Conference of Neural Network, vol. 4, pp. 1942–1948 (1995) 

19. Ishibuchi, H., Takahashi, K., Hoshino, K., Maeda, J., Nojima, Y.: Effects of configuration 
of agents with different strategy representations on the evolution of cooperative behaviour 
in a spatial IPD game. In: IEEE Conference on Computational Intelligence and Games 
(2011) 



228 W. Xiaoyang et al. 

20. Zheng, D.F., Yin, H.P., Chan, C.H., Hui, P.M.: Cooperative behavior in a model of evolu-
tionary snowdrift games with N-person interactions. Europhys. Lett. 80(1), 18002 (2007) 

21. Moriyama, K.: Utility based Q-learning to facilitate cooperation in Prisoner’s Dilemma 
games. Web Intelligence and Agent Systems: An International Journal, IOS Press 7,  
233–242 (2009) 

22. Chen, B., Zhang, B., Zhu, W.D.: Combined trust model based on evidence theory in ite-
rated prisoner’s dilemma game. International Journal of Systems Science 42(1), 63–80 
(2011) 

23. Chiong, R., Kirley, M.: Effects of Iterated Interactions in Multi-player Spatial Evolutio-
nary Games. IEEE Transactions on evolutionary computation (2013). doi:10.1109/ 
TEVC.2011.2167682 

24. Nowark, M.A.: Five rules of the evolution of cooperation. Science 314, 1560–1563 (2006) 
25. Watts, D., Stogatz, S.H.: Collective dynamics of small-world networks. Natrue 393,  

440–442 (1998) 
26. Chiong, R., Kirley, M.: Iterated N-Player Games on Small-World Networks. In: GECCO 

2011 (2011) 



© Springer International Publishing Switzerland 2015 
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 229–237, 2015. 
DOI: 10.1007/978-3-319-20472-7_25 

A Hybrid Algorithm Based on Tabu Search  
and Chemical Reaction Optimization  

for 0-1 Knapsack Problem 

Chaokun Yan1, Siqi Gao1, Huimin Luo1,2(), and Zhigang Hu2 

1 School of Computer and Information Engineering, Henan University, Kaifeng, China 
hmluo@henu.edu.cn 

2 School of Information Science and Engineering, Central South University, Changsha, China 

Abstract. The 0-1 knapsack problem(01KP) is a well-known NP-complete 
problem in combinatorial optimization problems. There exist different ap-
proaches employed to solve the problem such as brute force, dynamic pro-
gramming, branch and bound, etc. In this paper, a hybrid algorithm CROTS 
(Chemical Reaction Optimization combined with Tabu Search) is proposed to 
address the issue. One of the four elementary reaction of CRO is performed 
first, and after that tabu search is employed to search for the neighbors of the 
optimum solution in the population. The experimental results show that CROTS 
owns better performance in comparison with GA and the original CRO. 

Keywords: 0-1 knapsack problem · Chemical reaction optimization · Tabu 
search 

1 Introduction 

The 0-1 knapsack problem is known as a combinatorial optimization problem and it is 
studied in many fields such as resource allocation, complexity, cryptography, and so 
on. Generally, the 0-1 knapsack problem can be described as follows: Given n items, 
each of them owns weight wi and profit pi. A set of items are to be selected and put 
into the knapsack with weight constraint W.  The problem is how to pack the items to 
obtain the profits as much as possible considering the carried total weight is no more 
than the fixed number W. As items are indivisible, the 0-1 variable xi is employed to 
decide whether the item is taken or not. The mathematically model of the 0-1 knap-
sack problem can be described as: 

                 Maximize f=sum(xipi), i=1,2,…,n.                   (1) 
  Subject to sum(xiwi)≤W,i=1,2,…n, xi∈{0,1}             (2) 

If =1, then ith item is selected and put into the knapsack, otherwise not. 

Up to now, there are varies of methods employed to solve 0-1 knapsack problem, 
such as simulated annealing algorithm, genetic algorithms, branch and bound, etc. 
Recently, Lam and Li[1] proposed CRO to optimize combinatorial problems, which 
has been demonstrated an effective approach solving quadratic assignment problem, 

ix
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grid scheduling problem, and so forth. Although, CRO is an efficient problem in solv-
ing optimization problems, it can still be improved regarding its local search process. 
Comparably, simple TS own good performance in finding local optimum solutions. 
Considering compensatory characteristics of CRO and TS, a new algorithm CROTS 
combining both of the meta-heuristic algorithms (CRO&TS) is proposed. 

The rest of the paper is organized as follows: Sect.2 presents the related works. In 
Sect.3, CROTS is introduced in detail, followed by Sect.4 where complexity analysis 
and proof on convergence are presented. Next, Sect.5 gives the experimental results 
and analysis. Finally, the conclusion and the future works are described in Sect.6. 

2 Related Works 

Existed methods for 01KP can be classified as two categories, exact technologies and 
heuristic algorithms. Exact technologies encompass the branch-and-bound algorithms, 
core algorithms, dynamic programming, etc. Lalami[2] proposed an efficient imple-
mentation of the branch and bound method for knapsack problem on a CPU-GPU 
system via CUDA. Ben-Romdhane[3] proposed an online algorithm based on dynam-
ic programming to address online knapsack problem. And core concept for the  
knapsack problems is developed in literature [4], which is based on the “divide and 
conquer” principle. 

Nevertheless, an exact algorithm for a specialized problem is difficult to extend to 
adapt to other problems, and memory consumption is also the shortcoming for exact 
algorithms. So there are many heuristic approaches designed for the knapsack prob-
lems. For instance, Leung[5] develops a simulated annealing algorithm to jump out of 
the local optimal trap then find a further improved solution. Lai, GM[6] employs a 
new hybrid combinatorial g netic algorithm and use a combinational permutation to 
address MKP. Besides, hill climbing, harmony search and other heuristic algorithms 
have been proposed to address the 0-1 knapsack problem. 

3 CROTS for 01KP 

CRO imitates the chemical reaction process and is governed by the thermodynamics 
laws. The energy in the reacting systems can’t be created or destroyed and the react-
ing system tends to be stable when the potential energy drops to the minimum, which 
can be achieved by converting potential energy to kinetic energy and gradually losing 
the molecules’ energy to surroundings [1].  

There’re three stages in CRO, initialization, iterations and the final stage. At the initia-
lization stage, parameters are assigned and algorithmic settings are initialized. During the 
evolutions, four elementary reactions perform alternately and parameters α, β play impor-
tant roles in the process. There are two monomolecular collisions, decomposition and  
on-wall ineffective, also two intermolecular collisions, synthesis and intermolecular inef-
fective collision. If a molecule’s hits number is larger than α, then decomposition hap-
pens, otherwise, on-wall ineffective collision occurs. β decides whether synthesis or in-
termolecular ineffective collision would happen. If both of selected molecules’ kinetic 
energy is less than β then synthesis occurs; if not, intermolecular ineffective collision is 
triggered. And the final stage output the optimum solution. 
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To guarantee the normal reaction, several other parameters are needed in the al-
gorithm, ω, PE, KE, NumHit, MinStrut, MinPE., MinHit ,where ω represents the 
molecule structure, PE denotes potential energy, KE stands for kinetic energy, Min-
Strut is the molecule structure with the minimum PE in its reaction history and 
MinPE is the molecule’s potential energy when it obtains the MinStrut, and MinHit 
is the hits number when a molecule attains MinPE. There’re also other necessary 
parameters: PopSize decides the population size , KELossRate denotes the kinetic 
loss rate during the reaction, MoleColl decides whether the intermolecular collision 
would occur, buffer stores the energy transformed from a portion of kinetic energy, 
InitialKE is the molecule’s initial kinetic energy. All of them are necessary and 
regulate the reaction system. 

CRO is an effective optimization method and has been employed to tackle prob-
lems in both the discrete and continuous domains. Nevertheless, the performance of 
local search in CRO can be strengthened. The main idea of TS is to avoid searching 
solutions in cycles by adopting tabu list to storage the forbidden items, which have 
been visited recently or limited by users-provided rules. Also, the algorithm searches 
the solution’s neighbors to obtain a new potential solution. The solutions in tabu list 
cannot be chosen unless they satisfy the Aspiration Criteria(AC). For algorithm 
CROTS, once one of the four elementary reactions performs, the optimum solution 
bestSol in the iteration would be checked, and tabu search is employed to search best-
Sol's neighbors, which is a local search process. The overall flowchart of CROTS is 
described as Fig.1. To adapt to PE, the fitness function here is set as follows: 

. fitness=Prof-sum(xipi),i=1,2,…n                     (3) 

In equation (3), Prof is the items’ entire profits sum. The operators of CROTS are 
depicted as follows. 

3.1 On-Wall Ineffective Collision 

On-wall ineffective collision replaces a random position with a binary number to 
change or maintain the item’s condition, where 0 represents the item is not put into 
the knapsack, otherwise the opposite condition. For instance, example below put the 
3th item into the knapsack. 

ω:[1,0,0,1,0,0]→ ω':[1,0,1,1,0,0] 

3.2 Decomposition 

Decomposition duplicates the original molecule to get two new ones and change the 
half of each new molecule randomly with number in {0, 1}. If the difference  
between PEω+KEω and PEω'1+ PEω'2 is no less than 0 or sum of energy buffer and the 
difference is no less than 0, then ω'1 and ω'2 would be conserved in population and ω 
is destroyed, or else destroy ω'1 and ω'2. 

String before decomposition: ω [1, 0, 0, 0, 1, 0] 
String after decomposition:ω'1 [1,1,0,1,0,0] ω'2:[0,0,1,1,1,0] 
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3.3 Intermolecular Ineffective Collision 

Intermolecular ineffective collision chooses two molecules in population and selects a 
random position then displaces the item by random number generated in {0, 1} to 
obtain new molecules. This operator contributes to the algorithm’s intensification. 
The manipulation of molecules is simulated as follows: 

Strings before Intermolecular Ineffective Collision:ω1[1,0,0,1,0,1] ω2:[0,1,0,0,1,0] 

Strings after Intermolecular Ineffective Collision: ω'
1 [1,1,0,1,0,1] ω'

2:[0,1,0,1,1,0] 

3.4 Synthesis 

Synthesis generates fresh molecule structure by combining two existing solutions ω1, 
ω2 and contributes to algorithm’s diversification. Half of the new generated molecule 
ω' is duplicated from ω1 with the items in the corresponding position and the left is 
derived from ω2. The operator is simplified as follows: 

Strings before Synthesis: ω1 [0,1,1,0,0,1] ω2:[1,0,1,0,1,0] 

String after Synthesis: ω'[0, 1, 1, 0, 0, 0] 

3.5 Tabu Search 

CROTS combines tabu search to get better local search performance. After each reac-
tion is performed, the optimum solution in the population bestSol is obtained and tabu 
search is employed to search its neighborhoods and update bestSol by the structure 
with more profits. fitness(ω) is used to calculate molecule ω’s fitness value, neigh-
borMol(ω) changes an item of ω in a random position and returns a new molecule 
structure; tabuTableUpdate(ω) add molecule structure ω to tabu table, which is an 
FIFO data structure; judge(ω) is used to judge whether solution ω is in the tabu list, if 
ω is not in the tabu list, then return 0; or return 1; Parameters tabuLength is the length 
of tabu table and numNeighbor is number of the bestSol's neighbors. More details are 
represented as Algorithm 1. 

Input: molecule bestSol 
itr•00 
while(itr < numNeighbor)do 
          ω'•neighborMol(bestSol) neighborMol(bestSol)  
          if(!judge(ω')) 
          if(fitness(ω')<fitness(bestSol))  
           update bestSol with ω' 
           tabuTableUpdate(ω') 
          endif 
          itr•(itr+1)(itr+1) 
         endif 
endwhile 
                       Algorithm 1. Tabu Search 
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4 Complexity Analysis and Proof on Convergence 

4.1 Complexity Analysis 

The 0-1 knapsack problem’s variable dimension is N, and hypothesis the flexible 
population size is M. Tabu length is denoted as L while the optimum solution’s 
neighborhood number is set as T. As described in Fig.1, CROTS mainly encompasses 
four elementary reactions and tabu search. In consideration of the worst circums-
tances, the time complexity of CROTS is analyzed as follows:  

1) Initialize the population size molecules, the time complexity is O (MN). 
2) Judge the stopping criteria, the time complexity is O(1)  
3) Generate a random number ran in the interval [0, 1] uniformly. If ran is larger 
than MoleColl or the population size is equal to 1, then monomolecular collision 
happens. If a molecule’s hits number is larger than α, then decomposition happens, 
or the on-wall ineffective collision performs. If ran is no larger than MoleColl, then 
intermolecular collision occurs. If both of the selected molecules’ kinetic energy is 
no larger than β, then synthesis is triggered, or intermolecular collision reacts. The 
time complexity is O(N) 
4) Check the optimum solution and update bestSol, the time complexity is O(N) 
5) Generate T bestSol's neighbors, for each neighbor, the algorithm judges whether 
it is in the tabu list, the time complexity is O(TN), then calculate the neighbor’s fit-
ness value, the time complexity is O(N). If the neighbor’s fitness is less than best-
Sol's MinPE, update bestSol with the neighbor and update the tabu table list, the 
time complexity is O (TN). So, this step’s time complexity is O (TN). 
6) Iteration continues and go to Step 2) 

As the population size is flexible, the CROTS’s time complexity is MAX {O (MN), O 
(TN)}. 

4.2 Convergence Analysis 

Because the four elementary reactions and tabu search process of CROTS is irrelevant 
from the former state and merely associated with current condition, then the algorithm 
can be modeled by Markov chain. Detailed proof is described as follows: 

Definition: The optimal solution for the problem is denoted as Sopt={sopt ∈S, 
f(sopt)=min(f(s)|s ∈S }, where f is the fitness function and S is the molecule structures. 
N(t) represents the optimal solution numbers at t iteration.  

Theorem: CROTS converges to the global optimum solution with probability 1. 

Detailed Proof: Since optimum solution would be reserved in the population and 
delivered to next iteration, the equation N (t+1) =0 is out of the question unless N (t) 
=0. So, 

P{N(t+1)=0} = P{N(t+1)=0|N(t)=0}×P{N(t)=0} 
Let φ=min{P{N(t+1)≥1|N(t)=0},t=0,1,2…} 
P{N(t+1)=0|N(t)=0}=1-P{N(t+1)≥1|N(t)=0}≤1-φ; Then, 
0≤P{N(t+1)=0}≤(1-φ)×P{N(t)=0}≤(1-φ)2×P{N(t-1)=0}≤…≤(1-φ)t+1×P{N(0)=0} 
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As P{N(0)=0}∈[0,1], so when t→∞, lim(1-φ)t+1=0, then limP{N(t+1)=0}=0 
Then, when t→∞, limP{N(t+1)≥1} = 1-limP{N(t+1)=0}=1, therefore, CROTS 

converges to global optimum solution utterly. 

 

Fig. 1. Flowchart of CROTS 

5 Experiments 

5.1 Experimental Settings 

All experiments are conducted on a PC with Intel i5-2450M at 2.5GHz CPU, 2G 
RAM, running on windows 7.0 and the algorithms are implemented with JAVA. Two 
experiments are involved. The first experiment (Exp1) is conducted on the fixed in-
stance from [7]. The profits, weights and the weight constraint are as follows: 

wi= 80, 82, 85, 70, 72, 70, 66, 50, 55, 25,50, 55, 40, 48, 50, 32, 22, 60, 30, 32,40, 
38, 35, 32, 25, 28, 30, 22, 50, 30,45, 30, 60, 50, 20, 65, 20, 25, 30, 10,20, 25, 15, 
10, 10, 10, 4, 4, 2, 1 
pi= 220, 208, 198, 192, 180, 180, 165, 162, 160, 158,155, 130, 125, 122, 120, 118, 
115, 110, 105, 101,100, 100, 98, 96, 95, 90, 88, 82, 80, 77,75, 73, 72, 70, 69, 66, 
65, 63, 60, 58,56, 50, 30, 20, 15, 10, 8, 5, 3, 1 
W=1000; 
And the second experiment (Exp2) is based on random instances generated as lite-

rature[8].  

i = uniformly random [1, 10].                         (4) 
pi  = wi+5 .                                    (5) 
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The knapsack’s weight constraint: 

.  W=sum(wi)/2,i=1,2,…n                      (6) 

All the experiments are conducted over 30 runs and the maximum iteration is 1000 in 
each run. Parameters of GA and CRO are deduced from literature [7], [9]. As there’s 
no fixed standard for the length of tabu list, based on different combination of tabu 
list length tabuLength and numNeighbor tried in experiments, tabuLength is set as 25 
and numNeighbor is set as 100. The parameter settings of the algorithms are listed in 
Table 1. 

Table 1. Parameter Settings 

 GA CRO CROTS 

popSize 100 20 20 

crossover probability 0.9 - - 

mutation probability 0.1 - - 

KELossRate - 0.8 0.8 

initialKE - 100 100 

MoleColl - 0.2 0.2 

 - 500 500 
 - 10 10 

Buffer - 0 0 

tabuLength - - 25 

numNeighbor - - 100 

5.2 Results and Analysis  

Two experiments were conducted based on fixed instances and random instances 
respectively. More details are listed in Table 2, where b., w.and m. represents the 
average optimum profits, average worst profits and the average mean profits, and bp. 
is the optimum profit got in the 30 runs, itr. is the iteration the algorithm begins to 
converge. To test the performance of the algorithms further, convergence curves of 
the runs are given in Fig.2, and the average results are plotted Fig.3. 

It’s obvious that in any tested instances, CROTS obtains better results compared 
with GA and original CRO. Besides CROTS and CRO owns better convergence per-
formance in comparison with GA. For instance, considering the 500 items in random 
instances, CRO begins to converge at the 34th generation and CROTS converges at 
84th iteration while GA converges at 740th iteration. All the results show that 
CROTS owns better exploitation ability also pretty good convergence performance, 
which proves that CROTS is an effective approach to address 01KP. 

 
 
 

α
β



236 C. Yan et al. 

Table 2. Experimental results of GA, CRO and CROTS 

 

fixed instance 
random instances 

100items 

b. w. m. bp.  itr. b. w. m. bp.  itr.  

GA 2945.7 2545.73 2727.22 3006 934 566.83 519.67 540.38 573 568 

CRO 2974.97 2685.63 2952.46 3031 42 574.97 537.6 571.89 580 61 

CROTS 3013.07 2715.9 2983.1 3072 95 584.33 545.77 580.75 595 176 

 

random instances 

250items 500items 

b. w. m. bp.  itr. b. w. m. bp.  itr.  

GA 1365.47 1288.07 1320.48 1384 527 2762.27 2655.17 2701.25 2780 740 

CRO 1373.43 1318.37 1370.96 1385 127 2775.83 2703.03 2773 2808 34 

CROTS 1396.17 1333.3 1391.91 1421 41 2801.83 2721.1 2797.82 2825 84 

 
                (a)                   (b)                   (c)                 (d) 

Fig. 2. Best profits of GA, CRO and CROTS,(a) fixed instance; (b) 100 items(random in-
stances) (c) 250 items(random instances) (d) 500 items(random instances) 

 
             (a)                    (b)                    (c)                    (d)  

Fig. 3. Average results of the algorithms (a) fixed instance (b) 100 items (random instances)  
(c) 250 items (random instances) (d) 500 items (random instances) 

6 Conclusion 

A hybrid approach CROTS combining CRO framework and tabu search is proposed 
to address 01KP in this paper. The four elementary reactions in CRO framework is 
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employed to carry out the local search and global search and tabu search is applied to 
search the solution’s neighbors to find more excellent molecule structures. Tabu list 
used in tabu search makes the algorithm has an outstanding performance compared 
with GA and original CRO, also increase the algorithm’s diversification and intensifi-
cation, and the experimental results have demonstrated CROTS’s effectiveness. 

In the future, the study on the combination of the parameters to enhance the per-
formance of the algorithm would proceed. Also, different collision schemes would be 
applied and tested to adapt to various problems. Besides, developing this algorithm 
for scheduling problems will be another key issue in the near future. 
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Abstract. As a typical NP-complete problem, 0/1 Knapsack Problem
(KP), has been widely applied in many domains for solving practi-
cal problems. Although ant colony optimization (ACO) algorithms can
obtain approximate solutions to 0/1 KP, there exist some shortcom-
ings such as the low convergence rate, premature convergence and weak
robustness. In order to get rid of the above-mentioned shortcomings,
this paper proposes a new kind of Physarum-based hybrid optimization
algorithm, denoted as PM-ACO, based on the critical paths reserved by
Physarum-inspired mathematical (PM) model. By releasing additional
pheromone to items that are on the important pipelines of PM model,
PM-ACO algorithms can enhance item pheromone matrix and realize
a positive feedback process of updating item pheromone. The experi-
mental results in two different datasets show that PM-ACO algorithms
have a stronger robustness and a higher convergence rate compared with
traditional ACO algorithms.

Keywords: 0/1 Knapsack · Physarum-inspired model · ACO

1 Introduction

Many real world problems, such as investment decision-making and budget con-
trolling, can be formulated as 0/1 Knapsack Problems (KP) [1], which are typical
NP-complete problems [2]. Finding an effective approach to solve 0/1 KP has
a certain practical and theoretical significance. Approximate algorithms (e.g.,
greedy algorithm) and deterministic algorithms (e.g., backtracking algorithm,
dynamic programming) have been applied for solving 0/1 KP, but some short-
comings (e.g., the low convergence rate) affect their performances. Ant colony
optimization (ACO), as a typical nature-inspired computing method proposed
in [3], was originally applied in solving Traveling Salesman Problem (TSP) [4].
Ma et al. extend ACO algorithms for solving 0/1 KP [5]. Though ACO algo-
rithms can obtain approximate solutions to 0/1 KP, there are limitations such as
premature convergence and low stability. Moreover, some improved ACO algo-
rithms for 0/1 KP, such as Ant Colony System (ACS) [6] and Elitist Ant System
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 238–246, 2015.
DOI: 10.1007/978-3-319-20472-7 26
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(EAS) [7], often fail into the local optimum because of inadequate and/or exces-
sive exploration which lowers their computational efficiency.

Toshiyuki Nakagaki et al. find that Physarum polycephalum, an uncellular
and multi-headed slime mold, can solve the maze problem by building pipelines in
specific network [8]. Moreover, Tero et al. propose a mathematical model, named
as Physarum-inspired mathematical (PM) model, to describe such intelligent
behavior. Experiments show that the networks generated by PM model show
strong stability and high transport efficiency [9].

Taking advantages of the critical paths reserved by PM model when con-
structing an efficient network, a new Physarum-based hybrid optimization algo-
rithm, denoted as PM-ACO, is proposed in this paper. In order to overcome the
limitations of ACO algorithms, PM-ACO algorithms improve the probability of
selecting significant items through adding extra circulated pheromone that is
optimized by PM model. Some experiments show that PM-ACO have a higher
convergence rate and robustness compared with traditional ACO algorithms.

The structure of this paper is organized as follows. Section 2 formulates 0/1
KP problem. Section 3 presents the formulation of PM model and the PM-ACO
algorithms for solving 0/1 KP. Section 4 provides experimental results between
ACO algorithms and PM-ACO algorithms. Section 5 summarizes this paper.

2 Related Work

For a 0/1 KP, there are n items with various values and weights. We want to
load some items into a given knapsack with determined capacity. Knapsack’s
capacity is less than the total weight of items. Therefore, items can be loaded
into a knapsack on the condition that total weight does not exceed the capacity
of the knapsack. And an item can be only selected once. Supposing c is the
capacity of a knapsack, wi (wi > 0) and vi (vi > 0) are the weight and value of
an item i (i = 1, 2, · · · , n). Binary decision variable xi (xi ∈ {1, 0}) determines
if the item i will be loaded into a knapsack. Therefore, the target of 0/1 KP is
to maximize total values of items in a knapsack under capacity constraint, i.e.,

Smax = max
n∑

i=1

vixi (1)

s.t.

⎧
⎨

⎩

n∑
i=1

wixi ≤ c,

xi ∈ {0, 1} (i = 1, 2, · · · , n)
(2)

In order to evaluate the performance of algorithms when solving 0/1 KP,
some measurements are defined as follows:

1. Iterative Steps stands for the total steps of an iteration. If an algorithm
converges to the theoretic optimal solution with a fewer Iterative Steps
compared with other algorithms, this algorithm can obtain a higher conver-
gence rate.
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2. Smax, Saverage, Smidvalue and Svariance represent the max value, average
value, mid-value and variance of results, respectively. These measurements are
obtained after repeating C times. For instance, Saverage =

∑c
i=1 Si

step(k)/C,
where Si

step(k) represents the optimal solution of 0/1 KP in the kth Iterative

Steps of the ith time. We can further estimate the efficiency and robustness
of different algorithms through comparing these measurements.

Currently, ACO algorithms are the effective methods to obtain approximate
solutions for 0/1 KP. Here, we take two typical ACO algorithms (e.g., ACS [6]
and EAS [7]) as examples to present the process of solving 0/1 KP. Supposing
there are n items and m ants. Ants select items based on the item pheromone
matrix, which stores the pheromone of all items. An item cannot be selected
again by the same ant in an iteration. For instance, antk selects an item j
based on a certain probability pj(k) [3]. The definition of pj(k) is shown in (3),
where τj(t) is the pheromone concentration of item j. The heuristic information
ηj(t) = vj/wj , defined as (4), represents the expectation that antk chooses item
j. Two preset positive parameters, α and β, control the relationship between
heuristic information and pheromone concentration. tabuk is a list that stores
the items antk chosen in the current iteration.

pj(k) =

⎧
⎨

⎩

τα
j (t)ηβ

j (t)
∑

s/∈tabu(k)
τα

s (t)ηβ
s (t)

j ∈ tabuk

0 j /∈ tabuk

(3)

ηj(t) = vj/wj (4)

Updating item pheromone matrix is the next step. antk will release definite
amount of pheromone on selected items based on various pheromone updating
strategies. For example, ACS algorithm updates item pheromone matrix with
the global best ant in all iterations [6] . Meanwhile in the EAS algorithm, item
pheromone matrix is updated by the elitist ants that have top m solutions in
the current iteration [7]. Furthermore, there is also a local updating strategy
for ACS algorithm to update item pheromone matrix. In ACS, the pheromone
concentration of each item can be calculated by (5) and the local pheromone
updating strategy is shown in (8). τj is the pheromone concentration of item j.
The speed of pheromone evaporation is measured by parameter ρ (0 < ρ < 1).
V best and V k stand for the solution of the global best ant and the elitist ants
respectively. e is a parameter which represents the effect of the elitist ants.

τj(t + n) =

⎧
⎨

⎩

(1 − ρ)τj(t) + ρΔτ best
j forACS

(1 − ρ)τj(t) +
m∑

k=1

Δτk
j + eΔτ best

j forEAS
(5)

Δτ best
j =

{
Q ∗ vj/V best j ∈ tabubest

0 j /∈ tabubest
(6)
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Δτk
j =

{
Q ∗ vj/V k j ∈ tabuk

0 j /∈ tabuk
(7)

τj(t + n) = (1 − ρ)τj(t) + ρτ0 (8)

3 The Formulation of PM-ACO for Solving 0/1 KP

3.1 The Formulation of PM Model

Based on a maze-solving experiment [8], a computational characteristic of
Physarum polycephalum is found. As shown in Fig.1(a), foods are placed at
the start and the end node of a maze. The tubular pseudopodia of Physarum
which cannot get foods will shrink and disappear, while others which obtain
energy become thicker and thicker. Fig.1(b) shows the terminal network in which
only pipelines which are on the shortest path can be reserved. Zhang et al. pro-
pose an optimized model with multi-pairs of inlet/outlet nodes to describe such
network [10].

(a) (b)

Fig. 1. The PM model with one pair of inlet/outlet nodes:(a) the initial network,
(b) the final network

In Fig. 1, Nin and Nout represent the inlet and outlet node of a maze. Dij

measures the conductivity of tube which connects nodes i and j (denoted as
tubeij). Qij is the flux of tubeij . According to the Kirchhoff Law, the flux of
all tubes and pressure of all nodes can be calculated by (9)-(10), where dij

represents the length of tubeij . pi and pj are the pressure of node i and j. The
conductivities change over time according to Qij based on (11).

Qij =
Dij

dij
(pi − pj) (9)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∑
i

Qi,Nin
= −I0

∑
i

Qi,Nout
= I0

∑
i

Qi,j = 0
(10)

dDij

dt
=

|Qij |
1 + |Qij | − Dij (11)
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3.2 Solving 0/1 KP with PM-ACO

This section proposes a pheromone combination strategy to adapt PM model
to the item pheromone matrix of ACO when solving 0/1 KP. The updated
ACO algorithms are denoted as PM-ACO. PM-ACO algorithms can enhance
the pheromone on significant items through filling circulated pheromone of PM
model in a tubular network. Therefore, significant items can get more pheromone
in the item pheromone matrix of PM-ACO algorithms. The details of this strat-
egy can be described as follows.

The PM model with n nodes can be formulated as a n ∗ n matrix, which
saves the conductivities of each path. The item pheromone matrix of ACO can
be formulated as a 1 ∗ n matrix when solving a 0/1 KP with n items. We first
construct a matrix P . The matrix τ can be transformed into matrix P based on
(12), where τi and τj are the pheromone concentrations on item i and j. After
that, an intermediary n ∗ n constant matrix B is constructed. The constant
term in B is larger than the maximum term in the matrix τ . After that, a
new matrix S is generated based on (13). We set matrix S as the input matrix
of PM model. Through optimizing matrix S by (9)-(11), we obtain an output
n ∗ n matrix V , which represents the critical paths of S. Then according to
(14), we can obtain an optimized 1 ∗ n pheromone increment matrix M , which
stores the additional pheromone of each item. Finally, item pheromone matrix
τ is combined with matrix M . The final optimized item pheromone matrix τ ′

can be obtained based on (15), where ε is an impact factor that measures the
effect of flowing pheromone in PM model on matrix τ ′. Through integrating the
pheromone combination strategy into ACS and EAS, PM-ACO algorithms can
be generated. The detailed steps for solving 0/1 KP are presented in Alg. 1. The
meaning and value of each parameter can be seen in Tab. 1.

{
Pij = Pji = τi+τj

n∗(n−1)
i, j ∈ [1, n]

Pii = Pjj = 0 i = j
(12)

Sij = Bij − Pij (13)

Mi = [(vi1 + ... + vin) + (v1i + ... + vni)] + τi (14)

τ ′
i = [(1 − ρ)τi +

ρ

V best
] + εMi, i ∈ [1, n] (15)

4 Experiments

Two datasets, D1 and D2, are used to verify the performance of PM-ACO algo-
rithms. They have 50 and 100 items respectively. All experiments are undertaken
in the same environment and are averaged over 100 times in order to eliminate
the fluctuations. Some parameters used in these experiments are list in Tab. 1.
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Algorithm 1. PM-ACO algorithms for 0/1 KP
1: Initializing parameters α, β, ρ, pheromone concentration τ0

2: for N := 0 to Tsteps do
3: for k := 1 to m do
4: Loading items into knapsack based on (3)
5: Updating local item pheromone matrix with (8) (for PM-ACS)
6: end for
7: Finding elitist ants with top m solutions (for PM-EAS)
8: Soptimal := The solution of antbest //antbest : the global best ant
9: Using pheromone combination strategy based on (12)-(14)
10: Updating item pheromone matrix τ with (15)
11: end for
12: Outputting the optimal solution Soptimal

Table 1. Main parameters and their values of PM-ACO algorithms

Parameter Explanation Value
α The relative importance of pheromone concentration 1
β The relative importance of heuristic information 1
ρ The pheromone evaporation rate 0.4
n The number of items 50
m The number of ants 50
τ0 The initial pheromone amount on each item 1/n
I0 The fixed flux flowing in the Physarum network 20
Tsteps The total steps of iteration 50
Dij The initial value of the conductivity of each tube 1

ε
The impact factor which measures the effect of
flowing pheromone on final item pheromone matrix

0.5

4.1 Experimental Results

Figure 2 illustrates the efficiency and robustness of PM-ACO algorithms in D1.
Figs.2(a)(c) show that the Saverage of PM-ACO increases more obviously than
that of ACO, which means PM-ACO has a higher efficiency and convergence
rate. Figs.2(b)(d) plot the dynamic changes of Svariance. Results show that PM-
ACO has a stronger robustness since the Svariance of PM-ACO decreases sharply
and gets a lower value. All above analyses prove that Physarum-based optimized
strategy can enhance the efficiency and robustness of ACO algorithms.

Further experiments are conducted in D2 to verify the accuracy of PM-ACO
algorithms. The Smax, Saverage and Svariance calculated by PM-ACO and ACO
are plotted in Fig. 3. We find that PM-ACO algorithms obtain a higher Saverage

and a lower Svariance. The results indicate that PM-ACO algorithms show a
higher computational efficiency when the problem scale increases.

4.2 Parameter Analysis

This section takes PM-ACS as an example for parameter analysis. Each experi-
ment only investigates the effects of one parameter, and all results are averaged
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Fig. 2. The (a) Saverage and (b) Svariance of PM-ACS and ACS for 0/1 KP in D1
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Fig. 3. The results calculated by PM-ACO and ACO for 0/1 KP in D2

over 100 times. Because α determines the impact of previous ants pheromone,
PM-ACO algorithms will fall into local optimum if α is too large, and will obtain
low efficiency if α is too small. Figs.4(a)(b) plot the dynamic change of Saverage

with the change of Iterative Steps and α. Results show that Saverage gets the
maximum value when α = 1 and will decrease when α > 1. On the other hand,
the parameter β represents the relative importance of pheromone versus dis-
tance. Figs.4(c)(d) plot the value of Saverage with the change of Iterative Steps
and β. Saverage is converges to a stable solution when β ∈ [4, 10]. The fluctuation
which appears when β ∈ [1, 3] is mainly caused by the characteristic of dataset.
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Fig. 4. The dynamic changes of Saverage with respect to the (a) Iterative Steps and
(b) α in D1, respectively. The results show that Saverage increases when α ∈ [0, 1] and
decreases when α ∈ (1, 10].

5 Conclusion

Making use of the critical paths reserved by PM model when constructing a high
efficient network, a Physarum-based pheromone optimization strategy, denoted
as PM-ACO, is proposed for solving 0/1 KP. PM-ACO algorithms strengthen
the pheromone concentration of significant items through optimizing the item
pheromone matrix. Experimental results show that PM-ACO algorithms can
obtain a higher efficiency and stability compared with ACO algorithms.

Acknowledgments. This work was supported by National Natural Science Founda-
tion of China (Nos. 61402379, 61403315), and Natural Science Foundation of Chongqing
(Nos. cstc2012jjA40013, cstc2013jcyjA40022).

References

1. Li, K.L., Dai, G.M., Li, Q.: A genetic algorithm for the unbounded knapsack prob-
lem. In: Proceedings of the 2003 International Conference on Machine Learning
and Cybernetics, pp. 1586–1590 (2003)

2. SysloM, M.: Discrete Optimization Algorithms, pp. 118–165. Prentice-Hall, Engle-
wood Cliffs (1983)



246 S. Chen et al.

3. Colorni, A., Dorigo, M., Maniezzo, V.: Distributed optimization by ant colonies.
In: Proceedings of the First European Conference on Artificial Life, pp. 134–142
(1991)

4. Dorigo, M., Gambardella, L.M.: Ant Colony System: A Cooperative Learning App-
roach to the Traveling Salesman Problem. IEEE Transactions on Evolutionary
Computation 1(1), 53–66 (1997)

5. Ma, L., Wang, L.D.: Ant Optimization Algorithm for Knapsack Problem. Journal
of Systems Science and Systems Engineering 21(8), 4–5 (2001)

6. Shi, H.X.: Solution to 01 knapsack problem based on improved ant colony algo-
rithm. In: Proceedings of the 2006 International Conference on Information Acqui-
sition, pp. 1062–1066 (2006)

7. Liao, C.X., Li, X.S., Zhang, P., et al.: Improved Ant Colony Algorithm Base on
Normal Distribution for Knapsack Problem. Journal of System Simulation 23(6),
1156–1160 (2011)

8. Nakagaki, T., Yamada, H., Toth, A.: Maze-Solving by an Amoeboid Organism.
Nature 407(6803), 470 (2000)

9. Tero, A., Takagi, S., Saigusa, T., et al.: Rules for Biologically Inspired Adaptive
Network Design. Science Signalling 327(5964), 439 (2010)

10. Zhang, Z.L., Gao, C., Liu, Y.X., Qian, T.: A Universal Optimization Strategy for
Ant Colony Optimization Algorithms Based on the Physarum-Inspired Mathemat-
ical Model. Bioinspiration and Biomimetics 9(3), 036006 (2014)



A Discrete Ecogeography-Based Optimization
Algorithm for University Course Timetabling

Bei Zhang(B), Min-Xia Zhang, and Neng Qian

College of Computer Science and Technology, Zhejiang University of Technology,
Hangzhou 310023, China

zhangbei-zjut@outlook.com, {zmx,qn}@zjut.edu.cn

Abstract. Ecogeography-based optimization (EBO) is an enhanced
version of biogeography-based optimization (BBO) algorithm borrow-
ing ideas from island biogeographic evolution for global optimization.
The paper proposes a discrete EBO algorithm for university course
timetabling problem (UCTP). We first present the mathematical model
of UCTP, and then design specified global and local migration operators
for the problem. Computational experiment shows that the proposed
algorithm exhibits a promising performance on a set of test problem
instances.

Keywords: University course timetabling · Ecogeography-based
optimization (EBO) · Biogeography-based optimization (BBO) ·
Migration

1 Introduction

As an important class of practical problems frequently encountered in education,
manufacturing, transportation, etc., timetabling problems have received much
attention in the areas of computer science for decades. However, most timetabling
problems are NP-hard [15], with a large search space to be explored and a large
number of constraints to be handled, and thus difficult to solve by classical
mathematical programming methods. In consequence, it is important to design
efficient heuristic methods for coping with such types of problems.

University course timetabling problem (UCTP) is one of the typical
timetabling problems, in which a number of events of university courses need
to be scheduled over a prefixed period of time (normally a week), satisfying a
variety of soft and hard constraints on rooms, timeslots, students, teachers, etc.
Such a timetabling process have to be done at each semester of a university,
which is often very time consuming and often results in inefficient timetables
that can significantly increase the cost and difficulty of implementations.

Biogeography-based optimization (BBO) [30] is a relatively new metaheuris-
tic method that borrows ideas from island biogeographic evolution [25] for global
optimization. As most other evolutionary algorithms (EAs), BBO searches for
the global optimum in the solution space by continually evolving a population
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 247–257, 2015.
DOI: 10.1007/978-3-319-20472-7 27



248 B. Zhang et al.

of solutions called habitats, where the solution components are analogous to a
set of suitability index variables (SIVs) of the habitat, and the fitness of the
solution is analogous to the species richness or habitat suitability index (HSI) of
the habitat. High HSI habitats tend to share their features with low HSI habi-
tats, and low HSI habitats are likely to accept many new features from high HSI
habitats. In recent years, BBO has attracted much attention in the community
and has been applied to many real-world problems [9,14,22,24,35].

In BBO, any two habitats in the population may communicate with each
other. However, such a global topology easily causes premature convergence
[34]. Therefore, Zheng et al. developed an improved version of BBO, called
ecogeography-based optimization (EBO) [36], which enhances BBO with a local
topology and two new migration operators called global migration and local
migration: The former migrates features from both a neighboring habitat and a
non-neighboring habitat, while the latter only migrates features from a neigh-
boring habitat. The local topology can effectively avoid local optima, and the
combination of two new operators can increase solution diversity and achieve a
much better balance between exploration and exploitation.

In this paper, we propose a discrete EBO algorithm for efficiently solving
UCTP. Under the EBO migration scheme, we design two specified global migra-
tion and local migration operators to effectively explore the solution space with
low computational costs, and thus achieve high solution accuracy for the prob-
lem. To the best of our knowledge, it is the first work on BBO/EBO for UCTP,
and experiments show that the proposed method outperforms a set of state-of-
the-art methods on the test instances.

The rest of this paper is structured as follows: Section 2 reviews related work
on metaheuristic methods for UCTP, Section 3 presents the mathematical model
of UCTP, Section 4 describes our new discrete EBO algorithm for UCTP, Section
5 presents the computational experiments, and Section 6 concludes.

2 Related Work

The UCTP is a complex problem (as we can see in the next section) that is com-
putationally difficult to solve by classical mathematical programming methods,
and in recent years there are many efforts on the design of heuristic methods, in
particular EAs, for efficiently solving the UCTP.

Tabu search (TS) is a metaheuristic search algorithm that continually moves
from a current solution to the best non-tabu neighbor, using a tabu list to avoid
cycling moves [12,13]. Alvarez et al. [5] presented a method based on TS for
UCTP, which first generates a set of solutions for each student, then uses TS to
improve the timetable quality, and finally assigns rooms and further improves
the timetables. Aladag et al. [3] developed TS with two neighboring structures
based on different types of moves, i.e., simple and swap moves, and tested the
influence of various effects of TS in solving UCTP.

Abdullah et al. [1] solved UCTP by using variable neighborhood search
(VNS) [26] to explore the solution space, and applying an exponential Monte
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Carlo acceptance criterion for each solution in order to find a number of promised
neighbors. In [2] the authors improved the algorithm by combining VNS with a
local search method called RIICN, meanwhile using a tabu list for the penalty
of inefficient neighboring structures after a given number of iterations.

In comparison with single-solution based metaheuristics, population based
EAs evolve multiple solutions simultaneously and thus can exploit the poten-
tial of parallel computation and reduce the risk of premature convergence.
Khonggamnerd et al. [20] proposed a genetic algorithm (GA) [16] that uses
specified crossover, mutation, and selection operators for university timetabling
arrangement. Simulation results show that the GA can achieve results satis-
fying all the hard constraints, but they do not evaluate the violation of soft
constraints. Alsmadi et al. [4] improved the GA for UCTP by minimizing the
number of violated soft constraints as well as teacher workload.

Tuga et al. [33] proposed a method combining simulated annealing (SA) [21]
with Kempe chain neighborhood to solve UCTP, where the hard constraints
are reformulated to relax soft constraints by first creating a feasible solution
according to a heuristic based graph, and then applying SA with Kempe neigh-
boring chain to loose soft constraints. In [6] Aycan and Ayav compared the
performance of various neighborhood search methods including simple search,
swapping, simple search-swapping, and their combinations. Results show that
the most satisfactory timetable is achieved by SA with the combination of all
the three methods.

Ant colony optimization (ACO) [11] is a metaheuristic inspired by ants’
behavior to find a shortest route between formicary and food based on
pheromone. Socha et al. [31] used a max-min ant system for UCTP, which gen-
erates for each path a constructive graph to allocate courses to timeslots affected
by the amount of pheromone within a range to optimize the timetables. Ayob et
al.[7] proposed two hybrid ACO, one combining with TS and the other with SA,
where timeslots are probably allocated by ants to courses heuristically. The app-
roach by Nothegger et al. [27] uses two distinct but simplified pheromone matri-
ces to improve convergence, meanwhile providing enough flexibility for guiding
the solution construction process. The approach exhibits promising performance
in the International Timetabling Competition 2007 [18].

Unlike GA and ACO, particle swarm optimization (PSO) [19] is originally
proposed for global optimization. Qarouni-Fard et al. [28] adapted PSO for
UCTP by introducing the recombination operator of GA to enable learning
timeslots of the local best timetable. The method by Shiau [29] designs an
“absolute position value” for each particle, employs a process to repair infea-
sible timetables, and integrates a local search mechanism. The approach has
been applied to timetabling in a university of Taiwan which allows teachers to
lecture on flexible time. Tassopoulos and Beligiannis [32] developed a hybrid
PSO with local search for high school timetabling, the main idea of which is
the successive substitutions in the timeslots of the current particle with differ-
ent subjects, at random, either from the personal best or the global best. The
method has been applied to many high schools in Greek. Chen and Shih [10]
presented two PSO methods named the inertia weight version and constriction
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version, which further utilize an interchange heuristic to explore neighborhood
to improve solution quality.

Interested readers can refer to [8] for a detailed survey of UCTP solution
methods, including mathematical programming methods and heuristic methods.

3 Description of the Problem

UCTP is to schedule a number of events of university courses in a set of timeslots
and rooms. Formally, the problem inputs contain:

– E = {e1, e2, ..., en} is a set of n events of courses (including lectures, speeches,
laboratories, etc).

– R = {r1, r2, ..., rm} is a set of m rooms.
– T = {t1, t2, ..., to} is a set of o timeslots.
– S = {s1, s2, ..., sp} is a set of p students.
– F = {f1, f2, ..., fq} is a set of q features (such as multimedia devices and

experimental facilities) of the rooms.
– c(ei) is the capacity required by event ei (1 ≤ i ≤ n).
– c(rj) is the capacity of room rj (1 ≤ j ≤ m).
– A(m×q) is a Room-Feature matrix where Ajl = 1 denotes that room rj has

feature fl and Ajl = 0 otherwise (1 ≤ j ≤ m; 1 ≤ l ≤ q).
– B(n×q) is an Event-Feature matrix where Bil denotes whether event ei

requires feature fl (1 ≤ i ≤ n; 1 ≤ l ≤ q).
– C(n×n) is an Event-Conflict matrix where Cii′ denotes whether two events

ei and ei′ can be held in the same timeslot (1 ≤ i ≤ n; 1 ≤ i′ ≤ n).
– D(p×n) is a Student-Event matrix where Dhi denotes whether student sh

will attend event ei (1 ≤ h ≤ p; 1 ≤ i ≤ n).

Commonly, we have o = 12 × 5, where 5 is the number of working days and
12 is the number of classes in each working day.

The decision variables of the problem is a three-dimensional Event-Room-
Timeslots matrix X(n×m×o), where Xijk indicates that event ei will be held in
room rj and timeslot tk (1 ≤ i ≤ n; 1 ≤ j ≤ m; 1 ≤ k ≤ o).

For convenience, we use Dh to denote the set of events of student sh, Xj the
set of events assigned to room rj , Ci the set of events conflicting to event ei,
and Bi the set of features required by event ei.

The hard constraints of the problem include:

– Each event must be scheduled once and only once:
m∑

j=1

o∑

k=1

Xijk = 1, 1 ≤ i ≤ n (1)

– Each student can attend one event in any timeslot:

∑

i∈Dh

m∑

j=1

Xijk ≤ 1, 1 ≤ h ≤ p; 1 ≤ k ≤ o (2)
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– Each room can hold one event in any timeslot:
∑

i∈Xj

Xijk ≤ 1, 1 ≤ j ≤ m; 1 ≤ k ≤ o (3)

– Any two conflicting events cannot be held in the same timeslot:

∑

i′∈Ci

m∑

j=1

Xi′jk ≤ 1, 1 ≤ i ≤ n; 1 ≤ k ≤ o (4)

– Each room allocated to an event should have adequate capacity:

c(ei) ≤ c(rj), ∀i, j : (∃k : Xijk = 1) (5)

– Each room allocated to an event should have adequate features:

Ajl = 1, ∀i, j, l : (∃k : Xijk = 1) ∧ l ∈ Bi (6)

And the soft constraints of the problem include:

– Each student should not take more than four timeslots in a day:

∑

i∈Dh

m∑

j=1

a+11∑

k=a

Xijk ≤ 4, 1 ≤ h ≤ p; a ∈ {1, 13, 25, 37, 49} (7)

– Each student should not take more than two consecutive timeslots in a day:

∑

i∈Dh

m∑

j=1

a+2∑

k=a

Xijk ≤ 2, 1 ≤ h ≤ p; 1 ≤ a ≤ 60 ∧ a%12 ≤ 10 (8)

– Each event should not be assigned to the final timeslot of each day:

n∑

i=1

m∑

j=1

Xija = 0, a ∈ {12, 24, 36, 48, 60} (9)

The problem is to find a schedule of events such that the hard constraints (1)-
–(6) are all satisfied, while the soft constraints (7)–(9) are violated as minimum
as possible. Let S1 = {1, 13, 25, 37, 49}, S2 = {a|1 ≤ a ≤ 60 ∧ a%12 ≤ 10},
S3 = {12, 24, 36, 48, 60}, the objective function of the problem is defined as:

min f =
∑

a∈S1

p∑

h=1

( ∑

i∈Dh

m∑

j=1

a+11∑

k=a

g(Xijk − 4)
)

+
∑

a∈S2

p∑

h=1

( ∑

i∈Dh

m∑

j=1

a+2∑

k=a

g(Xijk − 2)
)

(10)

+
∑

a∈S3

( n∑

i=1

m∑

j=1

Xija

)
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where g is a function defined as:

g(x) =
{

x, if x > 0
0, else (11)

As we can see, for the considered UCTP, evaluating either the feasibility or
the objective function value of a solution is often computationally expensive.
Thus the design of an algorithm effectively exploring the solution space is of
crucial importance for solving the problem.

4 A Discrete EBO Algorithm for the Problem

A directly encoding scheme uses a n × m × o matrix to represent a solution
to UCTP which is often very inefficient. In this paper we employ a two-stage
problem solving tactic:

1. Determining a timeslot for each event;
2. Using a bipartite matching algorithm [17] to determine a room for each event

with specified timeslot.

Thus in our algorithm we use a compact encoding such that each solution x
is an n-dimensional integer valued vector, where x(i) denotes the timeslot allo-
cated for event ei. Such a vector can be easily transformed to an assignment
matrix according to [17]. Note that the encoding scheme ensures the satisfaction
of constraint (1), and the result of the bipartite matching algorithm also satis-
fies the hard constraints (3), (5) and (6). Therefore we compute the following
penalized objective function that takes the violations of constraints (2) and (4)
into consideration:

f ′ = f + M

( p∑

h=1

o∑

k=1

( ∑

i∈Dh

m∑

j=1

g(Xijk) − 1
)

+
n∑

i=1

o∑

k=1

( ∑

i′∈Ci

m∑

j=1

g(Xi′jk) − 1
))

(12)
where M is a large positive constant (typically larger than the maximum possible
number of soft constraint violations).

To solve UCTP, our EBO algorithm evolves a population of solutions (habi-
tats) by continually migrating features probably from high fitness solutions to
low fitness ones. The immigration rate λi and emigration rate μi of each solution
xi are respectively calculated as follows:

λi =
fi − fmin + ε

fmax − fmin + ε
(13)

μi =
fmax − fi + ε

fmax − fmin + ε
(14)

where fi is the (penalized) objective function value of xi, fmax and fmin are the
maximum and minimum objective function values in the population, and ε is a
small constant to avoid zero-division-error.
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The original EBO is used for global optimization. Here we design novel migra-
tion operators for the discrete UCTP. When performing local migration on solu-
tion xi, we select a neighboring solution xj with a probability in proportional
to μj and select a random dimension k ∈ [1, n], and set xi(k) to xj(k). Let
u = xj(k), we then perform the following procedure to repair xi:

1) Sort the set of timeslots other than u in increasing order of the number of
events assigned to each timeslot, and let T (xi) be the sorted list;

2) If T (xi) is empty, stop the repair procedure.
3) Otherwise, check whether there exists another position k′ of x such that

xi(k′) = u; If so, then:
3.1) Check whether Ck,k′ = 1; If so, goto Step 3.3);
3.2) Otherwise, check whether there exists any student sh such that Dh,k = 1

and Dh,k′ = 1; If so, goto Step 3.3), otherwise stop the repair procedure.
3.3) Let u be the first timeslot of T (xi), remove u from T (xi), set xi(k′) = u,

let k = k′ and goto Step 2).

In case that xi is a feasible solution, if the above procedure stops at Step
3.2), the new solution is also feasible, and thus when evaluating its objective
function we do not need to calculate the penalized part of Eq. (12); Otherwise
the new solution is an infeasible one and thus Eq. (12) must be completely
evaluated. In consequence, the procedure can reduce the computational burden
on the evaluation of new solutions to a great extent.

When performing global migration on solution xi, we select a neighboring
solution xj and a non-neighboring solution xj′ with probabilities in proportional
to their emigration rates, and select two different dimensions k and k′ in the
range of [1, n]. Then we:

1) Set xi(k) to xj(k), and then perform the above repair procedure at the kth
dimension. If the result is infeasible then goto Step 3).

2) Set xi(k′) to xj′(k′), and then perform the above repair procedure at the k′th
dimension. If the result is feasible then return the resulting solution.

3) Set xi(k) to xj′(k), and then perform the above repair procedure at the kth
dimension. If the result is infeasible then return the resulting solution.

4) Set xi(k′) to xj(k′), and then perform the above repair procedure at the k′th
dimension.

As the original EBO [36], we use a parameter η, called the immaturity index,
to determine whether to perform global or local migration. The parameter is
dynamically adjusted as follows:

η = ηmax − g

gmax
(ηmax − ηmin) (15)

where g is the current generation number and gmax is the maximum generation
number of the algorithm, and ηmax and ηmin are respectively the upper limit and
lower limit of η.

Algorithm 1 presents the framework of our EBO for UCTP, where rand()
generates a random number uniformly distributed in [0,1]. Note in Step 11 of
the algorithm, if xi is feasible while x′

i is produced by a failed repair procedure,
we do not need to evaluate x′

i.
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Algorithm 1.. The EBO algorithm for UCTP
1 Randomly initialize a population of solutions to the problem, let g = 0;
2 while g < gmax do
3 Calculate λi, μi, and η according to Eq. (13)–(15);
4 for each xi in the population do
5 if rand() < λi then
6 if rand() > η then
7 Use the local migration to produce a new solution x′

i;
8 else
9 Use the global migration to produce a new solution x′

i;
10 if x′

i is better than xi;
11 Replace xi with x′

i in the population;
12 return the best solution found so far.

5 Computational Experiment

We test the performance of the proposed EBO algorithm on a set of 8 UCTP
instances, which are constructed based on the data from two semesters of four
universities in China. Table 1 presents a summary of the problem instances.

Table 1. Summary of the test UCTP instances

# n m o p q
1 156 8 60 285 3
2 172 8 60 281 3
3 462 26 60 633 5
4 472 26 60 670 5
5 689 37 60 1475 6
6 706 37 60 1543 6
7 1711 72 60 5125 6
8 1860 72 60 5203 6

For EBO, we empirically set the population size to 50, neighborhood size to
5, ηmax = 0.95 and ηmin = 0.05. For comparison, we implement a BBO version
that only uses the local migration for the UCTP described in Section 4, and
three other competitive algorithms including the GA in [4], the ACO in [27],
and the hybrid PSO in [32], the parameters of which are set as in the literature.
The maximum running time is set to 3 min for instance #1 and #2, 10 min for
#3 and #4, 15 min for #5 and #6, and 30 min for #7 and #8.

The experiment is conducted on a computer with Intel Core i7-4500M CPU,
8GB memory, and Windows 7. The algorithms are run for 30 times on each test
instance, and the best, median and standard deviation of the resulting objective
function values among the 30 runs are shown in Table 2. As we can see from the
results, on the first two instances, EBO can obtain a solution that satisfies all the
hard and soft constraints in all 30 runs (where both the mean and best objective
values are zero), but among the other four algorithms only PSO achieves this on
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instance #1; on #3, all the algorithms can obtain a best objective value of 6, but
only PSO, BBO and EBO can also obtain a median value of 6 which is much less
than GA and ACO; on the remaining 5 instances, EBO not only always obtains
the minimum median values among the five algorithms, but also always uniquely
obtains the minimum best values; in the last four instances which are large-
size, the results of EBO are much better than the other four algorithms. This
demonstrates the effectiveness of our specified migration operators for UCTP.

Among the other four algorithms, BBO and PSO exhibit similar performance
which is better than GA and ACO. This indicates that the local migration mech-
anism described in Section 4 is much more effective than the crossover & muta-
tion operator of GA and the solution path construction method of ACO on the
test instances. Nevertheless, EBO shows a significant performance improvement
over BBO, which indicates that the combination of local and global migration
is further more effective than the single local migration operator for UCTP.

Table 2. Comparative results on the test UCTP instances

# Metric GA ACO PSO BBO EBO

1
median 5 5 0 5 0
best 0 0 0 0 0
std 2.20 1.25 0 1.06 0

2
median 7 7 7 7 0
best 0 0 0 0 0
std 1.88 1.69 1.76 1.85 0

3
median 13 16 6 6 6
best 6 6 6 6 6
std 3.60 5.13 0 1.01 0

4
median 28 24 21 28 21
best 21 21 21 21 12
std 5.09 2.95 1.98 3.20 2.68

5
median 96 115 78 93 58
best 69 70 63 69 53
std 12.31 26.09 8.19 12.16 3.69

6
median 236 251 179 187 101
best 169 154 89 89 75
std 18.08 34.62 29.99 35.85 16.26

7
median 386 398 305 319 222
best 251 272 228 248 156
std 69.03 80.20 36.58 52.57 39.66

8
median 580 670 395 413 238
best 413 416 325 306 193
std 45.42 61.93 28.90 42.00 15.60

6 Conclusion

To efficiently solve UCTP, the paper proposes a new discrete EBO algorithm
which designs two specified global and local migration operators, which can
effectively explore the solution space with low computational costs and thus



256 B. Zhang et al.

achieve high solution accuracy. Computational experiment shows that our algo-
rithm outperforms a number of competitive algorithms on a set of test instances.
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Abstract. Penalty function methods have been widely used for handling con-
straints, but it’s still a challenge about how to set the penalty parameter effec-
tively though many related methods have been proposed. In this paper, the pe-
nalty parameter is firstly analyzed systematically by introducing four rules. 
Based on this analysis, a new Dynamic Penalty Function (DyPF) is proposed by 
adjusting penalty parameter in three different situations during the evolution 
(i.e., the infeasible situation, the semi-feasible situation, and the feasible situa-
tion). The experiments are designed to verify the effectiveness of our newly 
proposed DyPF. The results show that DyPF presents a better overall perfor-
mance than other five dynamic or adaptive state-of-the-art methods in the 
community of constrained evolutionary optimization. 

Keywords: Constrained optimization · Constraint handling techniques · Diffe-
rential evolution · Dynamic penalty function (DyPF) · Ranking methods 

1 Introduction 

Constrained Optimization Problems (COPs) are very important and common in real-
world applications. The general COPs can be formulated as follows: 

Minimize  ( )f x


  

Subject to: ( ) 0, 1, ,jg x j l≤ =
   

( ) 0, 1, ,jh x j l m= = +
   

where 1( , , )nx x x=
   is the decision variable which is bounded by the decision space 

S . S is defined by the constraints: 

, 1i i iL x U i n≤ ≤ ≤ ≤                              (1) 
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Here, l is the number of inequality constraints and m-l is the number of equality 
constraints. 

The Evolutionary Algorithms (EAs), as the unconstrained search techniques and 
solution generating strategies, are not suitable enough to solve COPs without addi-
tional mechanisms to deal with the constraints. Consequently, many constrained op-
timization evolutionary algorithms (COEAs) are proposed [1]-[4]. 

Penalty function methods are the most widely used methods for handling con-
straints, in which some penalty parameters are adopted to balance the objective func-
tion values and constraint violation (i.e., to bias the search in the constrained search 
space [5]). It’s clear that the performance of these methods is mainly determined by 
their parameters and the methods can be classified based on the form of these parame-
ters.  

If the penalty parameters keep constant throughout the evolution process, this me-
thod is called static penalty function method. Alternatively, if the penalty parameters 
are related with the current generation number, it is called dynamic penalty function 
method. As many parameters are required in dynamic penalty function method, some 
adaptive penalty functions which gather information from the search process, or self-
adaptive approaches, which evolve both the penalty parameters and solutions, have 
also been proposed [6].  

Some other approaches based on careful comparison among feasible and infeasible 
solutions are also developed.  

For example, Deb [7] proposed a feasibility-based rule to pair-wise compare indi-
viduals: 

1) Any feasible solution is preferred to any infeasible solution. 
2) Among two feasible solutions, the one having better objective function value is 

preferred. 
3) Among two infeasible solutions, the one having smaller constraint violation is 

preferred. 
The stochastic ranking method (SR) proposed by Runarsson and Yao [8] is a very 

classical constraint handling technique, which tries to achieve a balance between ob-
jective function value and constraint violation stochastically. It compares pair-wise 
solutions using the following criteria: 1) if both individuals are feasible, the ranking 
of them is determined by the objective function value; else 2) the parameter Pf will 
determine the probability of ranking by objective function value or constraint viola-
tion. Deb’s feasibility-based rule can be seen as a special case of SR with Pf =0. The 
experimental results indicate that an overall better performance can be obtained when 
Pf =0.45. However, this paper didn’t provide the assurance that Pf =0.45 is an optimal 
value. 

And later, these two authors also pointed out that there should be some biases 
when solving single-objective optimization problems (SCOPs) [9]. 

Besides, some methods based on multi-objective optimization concepts are also 
presented. The main idea is to convert the single-objective constrained optimization 
problem into a bi-objective or multi-objective optimization problem taking the con-
straints as one or more objectives to be minimized.  



 A Dynamic Penalty Function for Constrained Optimization 263 

After reviewing the three most frequently used constraint handling techniques, 
some approaches based on the “dynamic or adaptive” idea that are closely related 
with the work presented in this paper will be introduced in detail. 

Wang et al. [10] proposed an adaptive tradeoff model (ATM) for constrained  
evolutionary optimization. In this model, to obtain an appropriate tradeoff between 
objective function and constraint violation, different tradeoff schemes during different 
situations in a search process (i.e., infeasible situation, semi-feasible situation and 
feasible situation) are designed. Based on this idea, an improved adaptive tradeoff 
model was proposed, in which each constraint violation is first normalized [11], and 
this model was combined with (μ+λ)-DE with the name (μ+λ)-CDE. To overcome the 
drawback of dynamic settings for tolerance value δ, Jia et al. [12] presented an im-
proved version of (μ+λ)-CDE, named ICDE. Unlike (μ+λ)-CDE, in ICDE, the hierar-
chical non-dominated individual selection scheme is utilized in the infeasible situation 
and the feasibility proportion of the population is used to convert the objective func-
tion of each individual in the semi-feasible situation.  

Besides, some other adaptive approaches or frameworks were also introduced [13]-
[16]. As the solution’s property (i.e., infeasible or feasible) plays an important role in 
solving COPs, some adaptive methods based on this were also presented. 

Farmani and Wright [17] proposed a self-adaptive fitness formulation in which the 
infeasibility measure is used to form a two-stage penalty to the infeasible solutions. 
Venkatraman and Yen [18] presented a generic, two phase framework with the aim to 
find a feasible solution in the first phase. Based on Yao’s stochastic ranking [8], 
Zhang et al. [19] proposed a dynamic stochastic selection (DSS) within the frame-
work of multimember DE (DSS_MDE). Tessema et al. [20] introduced another adap-
tive penalty formulation which uses the number of feasible individuals to determine 
the amount of penalty added to infeasible individuals (i.e., to guide the search process 
toward finding more feasible individuals et al.). 

Many of these methods mentioned above can get a relatively satisfying result, but 
the parameters used in these approaches are mainly determined by the experiments. 
The inner mechanism of Constraint Handling Techniques (e.g., the relationship of 
different CHTs, when and why some CHTs are more efficient) is few studied.  

Herein, to overcome this drawback, in this paper we first studied the penalty para-
meter systematically, and then proposed a new dynamic penalty function (DyPF) 
based on the analysis.  

The rest of this paper is organized as follows. Section 2 systematically analyzes the 
penalty parameter. Based on this, Section 3 presents a detailed description of the pro-
posed DyPF. The experimental results and the comparison with some similar state-of-
the-art methods are given in Section 4. Finally, Section 5 concludes with a brief 
summary of this paper and some future work. 

2 Systematical Analysis of Penalty Parameters 

The basic idea of the discussion is that by introducing four rules (i.e., A_1, A_2, B_1, 
B_2), if the penalty parameter is consistent with some rule’s combination in certain 
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range, then we can conclude that the penalty parameter value in this range has no 
effect on ranking the solutions [21].  

As there are only two kinds of solutions in the evolutionary process (i.e., feasible 
solutions and infeasible solutions), the ranking or the selection process is mainly be-
tween these two kinds of solutions, including feasible solutions versus feasible solu-
tions, feasible solutions versus infeasible solutions, and infeasible solutions versus 
infeasible solutions. As there is no constraint violation for feasible solutions, only the 
objective function values are used for the comparison between feasible solutions and 
feasible solutions. As to the comparison involving infeasible solutions, the following 
rules are introduced: 

A_1: a feasible solution is superior to an infeasible solution. 
A_2: a feasible solution is inferior to an infeasible solution. 
B_1: two infeasible solutions will be ranked according to the constraint viola-

tion, and the one with less constraint violation will be preferred. 
B_2: two infeasible solutions will be ranked according to the reciprocal of the 

constraint violation, and the one with more constraint violation will be preferred. 

Additional rule: among two infeasible solutions with the same constraint violation, 
the one with less objective function value is preferred (for the minimization prob-
lems). 

It should be noted that here the characteristics of the rules (i.e., good or bad) are 
not considered as the judgment of a rule is closely related with the problem characte-
ristics (e.g., the location of the optimal solution, the topological properties of the con-
straints, etc.) and the solving goals (e.g., how to judge the solution’s performance if 
no feasible solutions are found, etc.). And here, the main concern is that the ranking 
result following some rules’ combination (A_1-B_1, A_1-B_2, A_2-B_1, A_2-B_2) 
is unique.  

The introduction of penalty parameter enables us to transform a constrained opti-
mization problem (A) into an unconstrained one (A’) [8]. Here, we define the evalua-
tion function L as follows. 

For the given λ , δ >0, let  

( , , ) ( ) ( , )i i iL x f x G xλ δ λ δ= +
  

1, 2,...,i NP=                      (2) 

where ix


stands for the NP n-dimensional real-valued vectors of the population. λ is 

the penalty parameter and δ is the tolerance value for the equality constraints. f is 

the objective function and G is the penalty function with the form as follows. 

1

( , ) ( , )
m

i j i
j

G x G xδ δ
=

= 

1 1

max(0, ( )) max(0, ( ) )
l m

j i j i
j j l

g x h x δ
= = +

= + −  
      (3) 

As the effect of λ is mainly concerned, δ can be supposed as a constant. The for-

mula (2) can be transformed as  

( , ) ( ) ( )i i iL x f x G xλ λ= +
  

 1, 2,...,i NP=                       (4) 
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Given two population members, sx


and tx


, where s and t are randomly selected from 

[1, NP] and satisfying: s t≠ , the difference between their evaluation function values is: 

( , , ) ( , ) ( , )s t s tx x L x L xλ λ λΔ = −
   

  

[ ( ) ( )] [ ( ) ( )]s s t tf x G x f x G xλ λ= + − +
   

 

[ ( ) ( )] [ ( ) ( )]s t s tf x f x G x G xλ= − + −
   

                      (5) 

We define ( ) ( )st s tf f x f xΔ = −
 

, ( ) ( )st s tG G x G xΔ = −
 

, then formula (5) can be 

written as: 

( , , )s t st stx x f Gλ λΔ = Δ + ⋅ Δ
 

                       (6) 

Suppose the number of feasible and infeasible individuals in the population is p 
and q respectively, with 0 ,0 &p NP q NP p q NP≤ ≤ ≤ ≤ + = . 

1) Infeasible solution versus feasible solution  

Similarly, given two population members, sx


and tx


, where s and t are randomly 

selected from the p feasible solutions and q infeasible solutions, the formula (5) can 
be transformed as: 

( , , ) ( , ) ( , )s t s tx x L x L xλ λ λΔ = −
   

 

 ( ) [ ( ) ( )]s t tf x f x G xλ= − +
  

 

 [ ( ) ( )] ( )s t tf x f x G xλ= − −
  

                           (7) 

According to rule A_1, member sx


is better than member tx


. From formula (7), if

( )
st

t

f

G x
λ Δ

>  , then ( , , )s tx x λΔ
 

<0. In this case, rule A_1 and penalty function method 

have the same effect on ranking these two solutions.  

2) Infeasible solution versus infeasible solution  

According to rule B_1, two infeasible solutions will be ranked according to the 

constraint violation. So if ( , , )s tx x λΔ
 

and stGΔ have the same symbol (i.e., positive 

or negative), we can conclude that rule B_1 and penalty function method have the 

same effect on ranking these two individuals.  
There are three different cases in this situation:  

a) stGΔ >0: In this case, if st

st

f

G
λ Δ

> −
Δ

, ( , , )s t st stx x f Gλ λΔ = Δ + ⋅ Δ
 

>0.  

b) stGΔ <0: In this case, if st

st

f

G
λ Δ

> −
Δ

, ( , , )s t st stx x f Gλ λΔ = Δ + ⋅ Δ
 

<0.  

c) stGΔ =0: This is the case when the two individuals have the same constraint vi-

olation, and ( , , )s t stx x fλΔ = Δ
 

, which is not related with λ . In this case, the ranking 

will follow additional rule.  
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In general, when ranking two individuals (e.g., sx


and tx


), if , 0st
st

st

f
G

G
λ Δ

> − Δ ≠
Δ

 

(here, s and t are randomly selected from the q infeasible solutions), then rule B_1 and 
penalty function method have the same effect. 

Denote feaI and infI as the set of the index of p feasible solutions and q infeasible 

solutions respectively. 

Suppose  

inf inf
inf

inf inf

| , (1),..., ( );...

(1),..., ( ) & ( ) ( )

ij
ij ij

ij

f
i I I q

GS

j I I q G i G j

λ λ
Δ 

= − = Δ=  
 = ≠  inf inf

| , (1),..., ( );
( )

(1),..., ( )

ij
ij ij fea fea

jsem

f
i I I p

G xS

j I I q

λ λ
Δ 

= = =  
 = 

  

The set of λ can be described as { }inf , semS S S= . As to infS , we define
max
inf max( )ijλ λ= , min

inf min( )ijλ λ= , where inf inf(1),..., ( )i I I q= ; inf inf(1),..., ( )j I I q=

. Likewise, for semS , we define max max( )sem ijλ λ= , min min( )sem ijλ λ= , where

(1),..., ( )fea feai I I p= ; inf inf(1),..., ( )j I I q= . Then the largest value of λ in S is

max max
max infmax( , )semλ λ λ= .  

There are some different cases in this situation: 

a) maxλ λ> : In this case, the ranking results is the same as rule A_1-B_1. 

b) max
maxsemλ λ λ< ≤ : In this case, the results ranked by penalty function method can 

satisfy rule A_1, but the comparison among infeasible solutions may not satisfy B_1 

or B_2. 

c) min max
sem semλ λ λ≤ ≤ : In this case, the ranking will not satisfy A_1 or A_2 fully. 

d) min
semλ λ< : the ranking result can satisfy A_2 (i.e., infeasible solutions are better 

than feasible solutions). 

Similarly, following rule B (B_1 and B_2), 

e) max
inf maxλ λ λ< ≤ : In this case, the results ranked by penalty function method can 

satisfy rule B_1. 

f) min max
inf infλ λ λ≤ ≤ : In this case, the ranking will not satisfy B_1 or B_2 fully. 

g) min
infλ λ< : the ranking result can satisfy B_2 (i.e., infeasible solutions are ranked 

according to the reciprocal of the constraint violation). 

h) minλ λ< : the ranking result can satisfy A_2-B_2 (i.e., all infeasible solutions are 

better than feasible solutions, and the infeasible solutions are ranked according to the 
reciprocal of the constraint violation). 

The general results are illustrated in Fig.1, which can provide a limit but effective 
basis for analyzing and designing adaptive penalty function methods. 
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maxλminλ max
infλmin

infλ max
semλmin

semλ λ
 

Fig. 1. The corresponding rule for penalty parameter λ  

3 A Dynamic Penalty Function 

3.1 Basic Idea 

As mentioned in Section 2, a too large or too small penalty parameter value will have 
no influence on ranking the population, and the effect of penalty parameter is highly 
related with the solutions in the current generation. Based on this, a new DyPF consi-
dering the infeasible and semi-feasible situations is proposed. 

If the solutions are experiencing the infeasible situation, as one of the main aims is to 
quickly find a feasible solution, the solutions will be ranked according to the degree of 
constraint violation, which is consistent with the rule B_1. This strategy is equivalent to 
the penalty function method when maxλ λ> . And here, λ is set as follows:  

max min

min( )ij

f f

G
λ −=

Δ
                                  (8) 

where 1,2, , ; 1,2, ,i NP j NP= =   . Here, f is the objective function value, G is 

the constraint violation and ( ) ( ) & ( ) ( )ijG G i G j G i G jΔ = − ≠ .  

Similarly, if the solutions are experiencing the semi-feasible situation, as there are 
both feasible and infeasible solutions in the population, apart from considering the 
comparison between feasible and infeasible solutions, the proportion of feasible solu-
tions should also be taken into account when setting the penalty parameters. And 
consequently a parameter fr is introduced.  λ is set as follows: 

max max
inf

max min

(1 ) max{ , };

(1 ) ;

f

sem

f sem f sem

if r

else

r r

end

μ

λ α λ λ

λ λ λ

<

= + ⋅

= − ⋅ + ⋅

                      (9) 

Here, μ is a threshold, determining using Deb’s feasibility-based rule or penalty 

function method, which can be fixed or a rand number. α is a positive number, and 

here it’s set as 0.01. The value of max
infλ , min

semλ , max
semλ are set as Section 2.  

From (9), it can be observed that the chance for an infeasible solution to survive in-
to next generation is changing according to the proportion of feasible solutions in last 
generation. When fr μ< , the ranking will be based on Deb’s feasibility-based rule; 
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when fr μ≥ , the ranking will be determined by fr , min
semλ , max

semλ , and 

min max
sem semλ λ λ< < . In this situation, when fr is relatively small, the ranking will main-

ly rely on the constraint violation to select more feasible solutions, as the value of λ
is near max

semλ ; when fr is relatively large, the ranking will mainly rely on the objective 

function value (e.g., the feasible solutions are not necessarily superior than the infeas-
ible solutions), and in this case, the chance for infeasible solutions to survive into the 
next generation will increase.  

3.2 Realization 

The framework of DyPF is illustrated in Algorithm 1.  

Algorithm 1: Framework of DyPF 

Input: NP: the size of population at each generation 
      Max_FES: maximum number of function evaluations 
Output: bestx


: the best solution in the final population 

Step 1 Initialization  
      Step 1.1 t=0; 
      Step 1.2 Generate an initial population 0 1,0 ,0{ , , }NPP x x=   randomly.  

Step 1.3 Evaluate the objective function values ,0( )if x


and the degree of 
constraint violations ,0( )iG x


. 

Step 1.4 FES=NP. 
Step 2 Dynamic penalty function model  
      Step 2.1 Update tP using DE model to create offspring. These NP offspring 

form the offspring population tQ . 
      Step 2.2 Evaluate ,( )i tf x


and ,( )i tG x


 ( 1, ,i NP=  ).  

Step 2.3 Compute the feasibility percent fr of the combined population tH  
(i.e., t t tH P Q=  ).  

Step 2.4 Determinate the current situation of tH  according to fr .  
Step 2.5 Calculate the value of λ according to different situations.  

      Step 2.6 Compute the fitness function value with λ in Step 2.5.  
Step 2.7 Rank the population through the value of fitness function and select 

the best NP individuals to constitute the next population 1tP+ . 
Step 2.8 FES=FES+NP. 

Step 3 Set t=t+1. 
Step 4 Stopping Criterion: If FES≥ Max_FES , stop and output the best solution bestx


, 

otherwise go to Step2 

_________________________________________________________________ 
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4 Experimental Study 

4.1 Experimental Settings  

This experiment is to verify the effectiveness of proposed DyPF. The details of these 
benchmark functions are reported in [23]. The evolutionary algorithm used in this 
paper is DE/rand/1/bin [22], and the boundary constraint is reset as [7].The parame-
ters in DE are set as follows: the population size (NP) is set to 100; the scaling factor 
(F) is randomly chosen between 0.5 and 0.6, and the crossover control parameter (Cr) 
is randomly chosen between 0.9 and 0.95.  

4.2 Experimental Results 

25 independent runs were performed for each test function using 5×105 FES at maxi-
mum, as suggested by Liang et al. [23]. Additionally, the tolerance value δ for the 
equality constraints was set to 0.0001.  

1) The impact of parameter μ : In this part, the impact of μ  on the results gener-

ated by DyPF is evaluated. Six different values of  μ  are adopted, i.e., μ =0.1, 0.2, 

0.3, 0.4, 0.5 and rand. For page limited, the detailed results are not listed here. The 
best overall performance can be obtained when 0.5μ = . 

2) Comparison with some “dynamic” approaches in constrained evolutionary op-
timization: In this part, we compare DyPF with five other state-of-the-art approaches 
using the concept of “dynamic” or “adaptive”: SR [8]; SMES [5]; ATMES [10]; 
TPGA [18] and SaFF [17]. The experimental results of these five approaches are di-
rectly taken from the references and the comparative results are presented in Table 1. 

To statistically compare the performance of different approaches, t-test results (h 
values) are presented in Table 1. Numerical values -1, 0, 1 represent that DyPF is 
inferior to, equal to and superior to other approaches respectively. It should be noted 
that the h values is determined considering the overall results, but for page limited, we 
just list the best value in Table 1.  

For all the performance metrics, DyPF performs better than the other five ap-
proaches in g02, g05, g07, g09, and g10 as shown in Table 1. 

All these six approaches have the same or similar performance in g08 and g12. As 
for g01 and g11, all approaches except TPGA can always reach the optimal value.  

It should be pointed out that DyPF performs not so well on g03 and g13, though 
the other five approaches also can’t obtain a satisfying result.  

Besides, from the t-test results, it can be seen that DyPF is superior to, equal to 
and worse than other methods in 37, 21 and 7 cases, respectively out of the 65 cases. 
The worse cases are mainly from g03. Therefore, the overall performance of DyPF is 
highly competitive with the other five “dynamic” approaches, especially when consi-
dering that DyPF is simple and easy to realize. 
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Table 1. Comparison of DyPF with “Dynamic” approaches  

Fun. & 
Optimal 
value 

 SR [8] SMES [5] 
ATMES 
[10] 

TPGA [18] SaFF [17] DyPF 

G01 
-15.0000 

best -15.000 -15.000 -15.000 -14.9999 -15.0000 -15.0000 

h 0 0 0 1 0  

G02 
-0.803619 

best -0.803515 -0.803601 -0.803388 -0.803190 -0.802970 -0.803619 

h 1 1 1 1 1  

G03 
-1.0005 

best -1.000 -1.000 -1.000 -1.00009 -1.00000 -0.7412 

h -1 -1 -1 -1 -1  

G04 
30665.5387 

best 30665.539 30665.539 30665.539 30665.5312 -30665.50 30665.5387 

h 0 0 0 1 1  

G05 
5126.4967 

best 5126.497 5126.599 5126.498 5126.5096 5126.9890 5126.4967 

h 1 1 1 1 1  

G06 
-6961.8139 

best -6961.814 -6961.814 -6961.814 -6961.1785 -6961.800 -6961.8139 

h 1 1 0 1 1  

G07 
24.3062 

best 24.307 24.327 24.306 24.410977 24.48 24.3062 

h 1 1 0 1 1  

G08 
0.09582504 

best -0.095825 -0.095825 -0.095825 -0.095825 -0.095825 0.09582504 

h 0 0 0 0 0  

G09 
680.630057 

best 680.630 680.632 680.630 680.762228 680.64 680.630057 

h 1 1 1 1 1  

G10 
7049.2480 

best 7054.316 7051.903 7052.253 7060.55288 7061.34 7049.2480 

h 1 1 1 1 1  

G11 
0.7499 

best 0.750 0.75 0.75 0.7490 0.7500 0.7499 

h 0 0 0 1 0  

G12 
-1.0000 

best -1.000000 -1.000 -1.000 NA -1 -1.0000 

h 0 0 1 1 0  

G13 
0.05394151 

best 0.053957 0.053986 0.053950 NA NA 0.05562855 

h -1 0 -1 1 1  

5 Conclusion 

In this paper, a new Dynamic Penalty Function (DyPF) has been proposed for con-
strained evolutionary optimization, which is based on the systematical analysis of 
penalty parameter. Thus this enables DyPF to take advantage of different strategies by 
adjusting penalty parameters at different situations. To verify the effectiveness of the 
newly proposed DyPF, an experiment is carried out which is based on the 21 bench-
mark functions collected in the IEEE CEC2006 special session on constraint real-
parameter optimization.  

The results show that DyPF has a high effectiveness and is very competitive com-
paring with other five dynamic or adaptive state-of-the-art methods referred to in this 
paper in view of simplicity of DyPF. Nevertheless, DyPF can not find a successful 
solution in g13, which is due to the simplicity of the model. 
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DE and other evolutionary algorithms have shown a good performance on uncon-
strained problems, which means they are good at generating satisfying solutions. Thus 
key point in solving constraint problems is how to select or rank the solutions, espe-
cially how to keep the balance between objective function and constraint violations, 
which is also related with the problem’s topological properties. Therefore, this will be 
our future work.mn. 
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Abstract. Bandwidth-delay constrained least-cost multicast routing is
a typical NP-complete problem. Although some swarm-based intelligent
algorithms (e.g., genetic algorithm (GA)) are proposed to solve this prob-
lem, the shortcomings of local search affect the computational effec-
tiveness. Taking the ability of building a robust network of Physarum
network model (PN), a new hybrid algorithm, Physarum network-based
genetic algorithm (named as PNGA), is proposed in this paper. In
PNGA, an updating strategy based on PN is used for improving the
crossover operator of traditional GA, in which the same parts of par-
ent chromosomes are reserved and the new offspring by the Physarum
network model is generated. In order to estimate the effectiveness of
our proposed optimized strategy, some typical genetic algorithms and
the proposed PNGA are compared for solving multicast routing. The
experiments show that PNGA has more efficient than original GA. More
importantly, the PNGA is more robustness that is very important for
solving the multicast routing problem.

Keywords: Genetic algorithm · Physarum network model · Multicast
routing

1 Introduction

Multicasting is one type of services in MANETs, which are very popular due
to the no-restricted mobility and feasible deployment. With the growing of dis-
tributed multimedia application, the efficient and effective support of QoS (i.e.,
Quality of Service) has became more and more crucial for MANETs. The key
issue in the design of network architectures of MANETs is how to manage the
resources efficiently in order to meet the requirements of QoS during each con-
nection. In general, to deliver the same data stream to different destinations
efficiently, a tree structure is used for multicasting. More importantly, some
constrains are often added to the entire tree for multicasting in order to meet
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 273–280, 2015.
DOI: 10.1007/978-3-319-20472-7 29
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the requirements of QoS. Thus, the object of multicast routing problem is to
compute a tree structure (named as the multicast tree) under the conditions of
the minimum communication resources and QoS requirements of a network [2],
which is a typical NP-complete problem [3].

In the field of artificial intelligence, the genetic algorithm is a powerful tool
for solving NP-complete problems. However, the shortcomings of local search
affect the computational effectiveness. Recently, more and more scientists focus
on the self-organization capability of a species of plasmodium, which is a ‘vegeta-
tive’ phase of Physarum. This plasmodium shows an amazing intelligence in the
process of building a robust protoplasmic network for connecting food sources
in order to deliver nutrients to all its body [4].

In this paper, we design an updated crossover operator, based on Physarum
Network (PN) [5], for overcoming the shortcomings of traditional GA. Using this
method, we incorporate PN into GAs for solving the multicast routing prob-
lem. Some experiments show that the hybrid algorithm has a stronger ability to
exploit the optimal solution effectively.

The organization of this paper is as follows. Section 2 introduces the formu-
lation and measurements of multicast routing problem. Section 3 formulates the
hybrid algorithm. Section 4 provides some experiments to estimate the effective-
ness of hybrid algorithm. Section 5 concludes this paper.

2 Problem Statement

In general, a QoS multicast routing problem involves in several constrains, such
as delay jitter, packet loss, bandwidth, and cost. In this study, we simplify QoS
constrains and present a feasible QoS multicast routing model. According to [1],
we focus on three most important factors: cost, bandwidth and delay. As the
cost is the most important metric for the effectiveness of a network, our research
focuses on the bandwidth-delay constrained least-cost multicast routing problem.

A network is usually represented as a graph G = (V,E), where V =
{v1, v2, ..., vn} denotes a set of nodes representing routers or switches and
E = {eij = (vi, vj)|vi, vj ∈ V, i �= j} denotes a set of edges representing physical
or logical connectivity between nodes. Let a node s ∈ V be the source and a set
DE ⊆ V − {s} be the set of multicast destinations. A multicast tree, denoted
as T (s,DE), is a sub-graph of G connecting a node s to each node in DE. The
path from s to any destination node d ∈ DE is denoted as pT (s, d). And the
object of multicast routing problem is to find a T (s,DE) with a minimum cost,
which has a set of paths with acceptable bandwidth and delay from a node s to
each node in DE.

The delay of a path from a node s to any destination node d in DE, denoted
as delay(pT (s, d)), is simply defined as the sum of delays in the pT (s, d), i.e.,
delay(pT (s, d)) =

∑
e∈pT (s,d) delay(e). Meanwhile the bandwidth of a path from

a node s to any destination node d in DE, denoted as bandwidth(pT (s, d)), is
defined as the minimum of bandwidth along pT (s, d), i.e., bandwidth(pT (s, d)) =
min{bandwidth(e)|e ∈ pT (s, d)}. And, according to existing studies in [6,7], we
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unify the cost of a multicast tree as the sum of costs in the tree, i.e., cost(T ) =∑
e∈T

cost(e), for comparing effects of different GAs.

Let Δd be the upper limit of delay constraint and Δb be the lower limit of
bandwidth constraint for each path. And the bandwidth-delay constrained least-
cost multicast routing problem is defined as (1). We want to minimize the cost
under the condition of satisfying bandwidth-delay constraints.

min cos t(T )
st.{

delay(pT (s, d)) ≤ Δd for ∀ d ∈ DE
bandwidth(pT (s, d)) ≥ Δb for ∀ d ∈ DE

(1)

3 Formulation of PNGA

This section introduces the basic idea of PNGA from two aspects: original PN
model and PNGAs. In detail, Sect. 3.1 presents the original PN model. And,
Sect. 3.2 shows how to improve GAs by PN.

3.1 Physarum Network Model

The Physarum network model is inspired by the maze-solving experiment [4].
Tero et al. capture the positive feedback mechanism of Physarum in foraging
and build the PN model [5]. In addition, The model, designed for solving maze
problem, can be used for building a multicast tree in our study. The details of
PM are described as follows.

In PM, Qij represents the flux of pipeline, connecting nodes i and j, and
Dij stands for the conductivity of the pipeline. Moreover a node s and a set
DE present the inlet and outlets of pipelines respectively. According to the
Kirchhoff′s law, the flux of input at node s is equal to the total flux of output
at DE and, at any other nodes, the sum of flowing into that node is equal to
the sum of flowing out of that node. This process can be denoted as (2) where
N stands for the cardinality of DE.

∑

i

Qij =

⎧
⎨

⎩

+1 for j == s
−1

N−1 for j ∈ DE

0 for others
(2)

In each iteration step, Qij and pi can be calculated according to Poiseuille′s
law based on (2) and (3), where Lij represents the length of pipeline contacting
nodes i and j, and pi represents the pressure of node i. As the iteration going
on, the conductivities of pipelines adapt to the flux based on (4). Then, the
conductivities will feed back to the flux based on (3) at the next iteration step.

Qij = (
Dij

Lij
+

Dji

Lji
)(pi − pj) (3)
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dDij

dt
= |Qij | − Dij (4)

After above processes, one iterative step is completed. This process will continue
loop iteration until the terminal condition is satisfied. In this study, the terminal
condition is |Dt

ij −Dt+1
ij | < 10−6 for any i and j, where Dt+1

ij stands for Dij

at iteration step t+1. After the loop iteration, critical pipelines will be reserved,
and others will disappear. Finally, we can obtain a Physarum spanning tree. The
description of PN model for a shortest path tree is shown in Alg. 1.

Algorithm 1. Physarum network model
Input: A graph NG, a source node s, a set of destination nodes DE.
Output: A shortest path tree connecting a source node s to each node in DE.
Step 1: Initializing with Dij = (0, 1], Qij = 0, pi = 0.
Step 2: Computing Qij and pi based on (2) and (4).
Step 3: If Qij < 0, then Qij = 0.
Step 4: Updating Dij based on (4).
Step 5: If the terminal condition is not satisfied, then going to step 2.
Step 6: Outputting the shortest path tree.

3.2 PNGA

The GA is a powerful tool for solving PN-complete problems and a kind of search-
ing algorithm that employs the ideas of natural selection and the genetic operators
of crossover and mutation. Taking advantages of PN model and GAs, we propose
a universal strategy for crossover operator in GAs. The new crossover operator
is named as PNcrossover. And the novel hybrid algorithms with PNcrossover
(denoted as PNGAs) are used to solve the multicast routing problem. The main
ideal of PNcrossover is to reserve the same links between parent chromosomes and
to integrate the offspring through PN model based on the reserved links. Other
parts of PNGAs are same as the original ones. An example of crossover process is
shown in Fig. 1. The details of PNcrossover are described as follows.

Firstly, for applying PN model, we need a new graph, denoted as NG, with
the same topological structure as the network graph in the multicast routing
problem. Because GAs may generate some unadaptable chromosomes, which
do not satisfy with the constraints, there are two strategies to fit for different
GAs. For the GAs, which do not generate unadaptable chromosomes, such as
GAMRA [6], Lij in NG is set equal to the delay of eij . For others, such as
EEGA [7], Lij in NG is set equal to the product of cost and delay of eij .

And then, PNcrossover selects the same links of parent chromosomes and
reserves them in the offspring chromosomes. Since these same links may be in
some separated sub-trees, PN model is used to transform these sub-trees into
a multicast tree. In order to reserve the same links in PN model, the length of
reserved links is set equal to zero in NG. Substituting the graph NG, source
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(a) Parent chromosome A (b) Parent chromosome B

(c) A new offspring generated by parent chromosomes A and B through PNcrossover

Fig. 1. An example of crossover operation

and destinations into PN model, a complete multicast tree will be constructed.
Alg. 2 describes detailed steps of crossover operator in PNGAs.

4 Simulation Experiments

4.1 Datasets

In order to estimate the effectiveness of PNcrossover scheme, we integrate
PNcrossover into two different GAs [6,7] and implement them on two datasets.
The first (denoted as D1) is a random graph with 20 nodes, which is constructed
based on [6]. In D1, costs and delays of links are uniformly distributed between
0.3 and 1. The second (denoted as D2) is shown in Fig. 1, with Δd equaling to
24 [7]. All experiments are under the same environment, i.e., all parameters of
PNGAs are same as these of original GAs. And all results in our experiments
are averaged over 50 times.

4.2 Experiments Analysis

Figure 2 shows the minimum (Smin), average (Saverage) and variance (Svariance)
of the results calculated by PN-GAMRA and original GAMRA [6]. Although
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Algorithm 2. PNcrossover
Input: A network graph G, a source node s, a set of destination nodes DE, parent
chromosomes Ta and Tb.
Output:An Offspring chromosome Tc.
Step 1: Creating a graph NG with the same topological structure as the network

graph G in the multicast routing problem.
Step 2: If the original crossover operator do not generate unadaptable chromosomes,

then let Lij equal to the delay of eij .
else let Lij in NG equal to the product of cost and delay of eij .

Step 3: Let the length of same links between Ta and Tb equal to zero.
Step 4: Substituting the NG, s and DE nodes into PN model.
Step 5: Outputting a new multicast tree, Tc, based on PN model.

these two GAs can find approximate optimal solutions, Smin and Saverage of
PN-GAMRA are less than that of original GAMRA. That means PN-GAMRA
has a stronger ability to exploit the optimal solution. Moreover, Svariance of PN-
GAMRA is less than that of GAMRA, which shows that the PN-GAMRA is
more robust than its original algorithm.

Fig. 2. Comparing results of PN-GAMRA and GAMRA on D1

As EEGA [7] may generate unadaptable solutions in the evolution, we com-
pare the costs and delays of solutions. In order to further verify the accuracy
and robustness of PNGA, Fig. 3 plots the convergent process of averages and
variances with the increment of iterative steps. As shown in Fig. 3, average and
variance of PN-EEGA decrease more obviously than that of EEGA. In detail, in
the earlier iteration, there are slight difference between averages of PN-EEGA
and EEGA. With the iterative steps going on, the average of PN-EEGA are less
than that of EEGA obviously. PN-EEGA exhibits a better accuracy. Further-
more, the variance of PN-EEGA is also less than that of EEGA, which shows
that PN-EEGA has more stronger robust. Moreover, Figure 4(a) and Fig. 4(b)
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(a) (b)

(c) (d)

Fig. 3. Delays and costs calculated by EEGA and PN-EEGA on D2

(a) Cost comparison (b) Delay comparison

Fig. 4. Comparing results of EEGA and PN-EEGA on D2

plot Smin, Saverage and Svariance of PN-EEGA are less than that of EEGA in
both costs and delays. These results show that the PNcrossover scheme can
strengthen the searching ability for finding the optimal solution and improve
the robustness of original GA.
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5 Conclusion

Inspired by Physarum polycephalum forming optimized network in foraging
food sources, a new Physarum Network based genetic algorithm was proposed
to solve multicast routing NP-hard problem. In the proposed PNGA, a new
crossover operator was introduced, which can improve the effectiveness of GA.
This was verified through experiments on two datasets. As PNGAs need more
time on calculating the PN model, more improvements will be implemented to
reduce the computational cost in future.
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Abstract. Nowadays, a number of mobile users who use various mobile traffics 
are increasing rapidly in wireless environment. There are many researches  
concerning with traffic scheduling methods in order to have efficient Quality of 
Services (QoS) mechanisms for mobile users in Wireless Local Area Network 
(WLAN). The optimal traffic scheduling of mobile networks for various mixed 
traffic application is a challenging problem. Therefore, in this paper, a framework 
with a new scheduling method in WLAN, a two-step traffic scheduling method is 
proposed to satisfy efficient some QoS parameters: throughput, fairness and delay 
for mixed applications such as real time and non real time traffic in multicast and 
unicast applications. In the first step, service based scheduling adaptively balances 
between unicast and multicast applications and in the second step, compound 
scheduling combines Proportional Fair (PF) for non-real time traffic (NRT) and 
Delay Threshold (DT) Scheduling for real time traffic (RT). 

Keywords: Quality of service · QoS · Wireless local area network · WLAN · 
Proportional fair scheduling · PF · Delay threshold scheduling · DT 

1 Introduction 

With the growing increases of internet users and their demands, the network shared 
the bandwidth among multiple traffic applications which consumes lots of network 
resources, namely, web browsing, email, voice data, and video in the wireless net-
works such as Wi-Fi and cellular networks is being paramount. Although many re-
searches [1] focus on improving QoS with scheduling algorithms such as Proportional 
Fair, Round Robin, Opportunistic which emphasis only on each function such as 
throughput, fairness, delay, the resources sharing problem and the requirements of 
multimedia applications [2] and [3] for various mobile users are remained in wireless 
environment. Moreover, there are also drawbacks for employing isolated scheduling 
police to handle just RT or NRT traffic or employing mixed scheduling polices to 
handle both multicast and unicast traffic or both RT and NRT traffic.  

Under isolated scheduling police, while simply considering guaranteeing delay for 
RT traffic, the policy will weak the target of throughput maximization and while 
simply considering maximizing the system throughput in a fair way for NRT traffic, 
the policy will ignore delay constraint on RT packets. In case of high probability of 
QoS violation, enjoying multimedia services will not be possible. Under mixed sche-
duling policies [4], although the system’s throughput seems to be maximized for a 
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NRT application and packets delay seems to be minimized for a RT application, the 
system cannot still solve to be fairness and traffic management problem for them and 
multicast and unicast traffic in the same Access Point (AP) or Base Station (BS).  

Therefore, in this paper, QoS is considered as a main issue for mixed mobile traffic 
to be fairness and to arrive at their destination on time with the least delay and maxi-
mum throughput, limiting the throughput of users close to AP. It proposes two stages 
scheduling algorithms, namely, service based queuing and compound scheduling that 
can adapt four mixed traffic types such as RT multicast, NRT multicast, RT unicast 
and NRT unicast to get better traffic management and scheduling technique  solving  
their QoS requirements in WLAN.  

2 System Design 

In wireless systems of mixed traffic, how to design the packet scheduling algorithm to 
guarantee QoS requirements by providing methods of resource allocation and multip-
lexing at the packet level [8] is not only an important problem, but also a complex 
problem. Therefore, we analyze many queuing algorithms such as Round Robin (RR) 
[5] and [6], Strict Priority (SP) [6] and Class Based Weighted Fair Queue (CBWFQ) 
[7] and so on to solve above requirements. 

Considering drawbacks of queuing algorithms, we consider Service Based Priority 
RR (SBPRR) and Service Based RR (SBRR) scheduling algorithm is proposed by 
contributing RR scheduling with priority or without priority based on multicast and 
unicast services solving the drawback of CBWFQ [7] and SP, which solves traffic 
management issue in order to improve the QoS of mixture traffic and meet fairness 
for multicast and unicast queues. The system presents a high level overview of three 
major parts: classification, the service based scheduling and the compound scheduling 
with priority value for a solution to QoS problem with an optimal resource allocation 
of mobile users. 

 

Fig. 1. Detail system architecture 

In the detail system architecture in Fig. 1, it classifies incoming mixed applications 
according to their different parameters into two services such as multicast and unicast 
queue in which each has RT and NRT traffic due to mixed traffic of mobile users in 
WLAN simultaneously. Multicast types in the system are video streaming and News. 
Voice and web browsing belong to unicast type. Then, it fairly schedules each queue 
depending on priority scheduling methods such as SBRR or SBPRR for different 
scheduling time interval. Next, compound scheduling calculates priority of mixed RT 
and NRT traffic of mobile users for fair resource allocation.  
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3 First Stage Scheduling for Multicast and Unicast Stream 

In first stage, it schedules queues of multicast and unicast services for mobile users 
who operate with heterogeneous mobile traffic to be fairness using SBRR or SBPRR 
scheduling algorithm. For queue fairness, the delay is unbalanced depending on the 
number of packets in multicast and unicast queue because resources are distributed 
unfairly. While multicast queue needs to send many packets to more than one node, 
unicast queue send only one packet to each node at a time. The unbalanced multicast 
and unicast queuing delay decrease the QoS of multimedia traffic for mobile users [9]. 

The dominant component of delay is on the queuing delay by considering the trans-
mission delay and the transmission overhead are very small. Furthermore, the transmis-
sion delay will be the same for queues that use the same transmission rate. Therefore, 
we need to compute the queuing delay by multiplying the transmission time with the 
queue size according to little’s law systemsystemsystem QD μ= [10] to balance multicast 
and unicast queue. Let it be the queuing delay of the multicast 

MD and the unicast
UD , 

multicast transmission rate
Mμ , unicast transmission rate

Uμ as follows: 
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Priority P is the ratio of the queue size of multicast which is the number of multi-
cast packets, and the queue size of unicast which is the number of unicast packets. 
When both queue size is equal, UM QQ = , P  results one which means each queue 
gets the same chance(same time interval) to transmit packet in each round because 
both multicast and unicast queue have the same queuing delay. In this case, the sys-
tem uses SBRR to be fairness between queues. Otherwise, when the queue size of 
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multicast and unicast are not equal, UM QQ ≠ , P  results greater than or less than one 
which means each queue gets the more chance(different time interval) to transmit 
packet in each round. In meanwhile, in order to balance queuing delay and fair re-
source distribution between two services, the proposed scheduler utilizes SBPRR 
which is the property of RR with priority of the queue [11]. 

The priority of the multicast and unicast changes adaptively to balance between 
these services depending on both queue sizes. When queue size of multicast increases, 
the multicast priority will increase. When the queue size of unicast increases, the mul-
ticast priority will decrease. The service based scheduling algorithm with priority and 
without priority is as shown in Fig 2. 

 

Fig. 2. Service based Scheduling algorithm 

To achieve the fairness between the multicast and unicast stream in WLAN, in the 
same case of queue size, i.e, (P = 1), the system uses SBRR which gives the same time 
quantum (TQt) at time t as an original time quantum (OTQ) for both queues in round 
robin manner. Otherwise, the system will use SBPRR to schedule each queue within 
calculated TQ according to queue priority not to be much queuing delay, which will 
double OTQ according to the greater priority value of each queue and other will get 
OTQ. In our experiments, we use NS3 Simulation to test proposed algorithms for four 
traffic types of 10 mobile users in an AP in WLAN, and compare RT delay fairness and 
NRT throughput fairness using Jain’s fairness index for users who use mixed multicast 
services as described in Fig 3. Fig 4 shows for users who use mixed unicast services 
according to their queue size. We observe that overall fairness of the system increases 
and stable for all users as the queue size increases which it means increasing mixed 
traffic in WiFi can cause high packet loss rate and long delay for users. 

4 Second Stage Scheduling for Real Time and Non Real Time 
Traffic 

The system schedules the multicast or unicast queue as first step scheduling as  
explained above and then implements the compound scheduling method for fairness 
of mixed traffic of mobile users by multiplying the corresponded priority value with 
PF for NRT traffic and DT for RT traffic respectively. It calculates priority value for 
RT and NRT traffic according to Bayesian Scheme with Two Priority Classes and 
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Proportional Priority Distribution [12]. The paper proposes a method for proportional 
priority calculation of mixed traffic types of each mobile user to get fair priority prob-
ability value in getting traffic scheduling time interval of second stage scheduling. 
The system introduces combined scheduling matrix such as PF for NRT traffic and 
DT for RT trpaffic described in (13) and (14) by using the priority calculation for 
each traffic type as in (8) to (12).  

Therefore, it pays attention on PF for first part of equation which tries to increase the 
degree of fairness among connections by selecting those with the largest relative chan-
nel quality between the connection’s current supportable data rate and its average 
throughput [13]. In second part of equation, It also uses the popular delay related sche-
duling metric [13] will be implemented with threadshold value not to be bound thread-

shold delay for RT. Then, it schedules both RT and NRT traffic according to rtP and nrtP

in each associated time interval as in (13) and (14). Equation (13) is for unicast traffic 
and (14) is for multicast traffic to satisfy a user with least channel condition in multicast 
group. The compound scheduling is determined to be summation of individual policies 

by multiplying each police with associated real priority rtP for first policy and non real 
priority nrtP for the second policy [13].  As shown in Fig 5 and Fig 6, we compare 
throughput and delay between priority value of our proposed system and proposed 
priority value (0.3 and 0.7 for NRT and RT) described in [13] to get fairly maximum 
throughput and minimum delay for ten mixed traffic at an AP in WLAN. 
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Where, maxarg  denotes the argument of maximum, k  is the index of user and 

K is the total number of user, 0=j represents RT stream and 1=j represents NRT 

stream. For NRT, )(, tD jk
 represents the instantaneous data rate that can be achieved  

by j stream of user k at time t  and )(, tR jk
 represents the average data rate that j

stream of user k perceived at time t . In RT, 
jkd ,
is the delay encountered by a  
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packet at the head of the jth stream of the kth user. th
jkd ,
 represents the delay threshold 

for packets at the jth stream of the kth user. jk
avd ,  represents the average delay for 

packets at jth stream of the kth user.  

 

Fig. 3. Fairness between RT delay and NRT throughput for multicast users 

 

Fig. 4. Fairness between RT delay and NRT throughput for unicast users 

 

Fig. 5. Throughput between ten mixed RT and NRT traffic 

 

Fig. 6. Delay between ten mixed RT and NRT traffic 
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5 Conclusions 

The paper proposes the framework of traffic management and packet scheduling to  
increase bandwidth usage and fairness without much delay for mobile users in WLAN and 
solve mixed traffic problem for four different traffic types and priority issue for them. The 
scheme has more performance in mixed applications in WLAN with a high degree of 
compatibility with existing scheduling methods. It can be applied not only WLANs but 
also other wireless and mobile networks. As a future work, we will investigate and im-
plement the framework to be satisfied with QoS parameters with real wireless environ-
ment, many multicast groups and consider congestion avoidance for mobile traffic. 
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Abstract. Railway transport development leads to a rapid increase of passenger 
and cargo traffic. Train dispatcher often unable to cope with increasing traffic vo-
lume. So there is a great need in intelligent real-time systems of railway traffic 
control. We propose a network-centric approach to creating the system of real-
time train scheduling on the basis of multi-agent technologies. The architecture of 
the network-centric multi-agent system consisting of base planning subsystems is 
described. Subsystem interaction protocols and protocols of agent interaction 
within each subsystem are presented. The example of schedule planning is pre-
sented. Productive characteristics of the developed system are presented. Good 
quality of train schedule planning and system performance is shown. 

Keywords: Railway dispatching · Railway transport · Multi-agent systems · 
Network-centric approach · Method of coupled interactions · Real-time plan-
ning 

1 Introduction 

Modern development of railway transport is characterized by a constant increase of 
passenger and cargo traffic; new high-speed trains appear, train time intervals shorten, 
train-handling capacity of the railway system reaches limit value. Due to the high 
traffic intensity, trains are highly interconnected: changes in one train’s schedule, or a 
conflict with this train, will affect the next train and can have impact on the whole 
train network in a very unpredictable way. In this case re-scheduling of all trains in 
the planning area might be required, which should be done quickly, in real-time. This 
is a time-consuming task given the whole variety of planning conditions, preferences 
and constraints as well as security requirements. 

In spite of high level of railway network automation, today solving conflict situa-
tions in trains deviating from the standard schedule completely depends on the expe-
rience of the dispatcher in charge, which often leads to irrational placing of trains in 
the traffic, especially in stressful situations. The constantly growing scale of the task 
to be solved results in increasing complexity of disruptive situations and provokes a 
question as how to reduce dependency on the human factor by automating the deci-
sion-making process and introducing intelligent systems, enabling fast and effective 
adjustments in case of a disruptive event. 
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An intelligent system should make decision “on the fly” under condition of constant-
ly changing context of the situation, which requires correct changes to be made on time 
and the previously developed train schedule to be adjusted. Thus, to solve this task one 
has to reject the assumption of the equilibrium of the environment. Modern intelligent 
systems designed to help in real-time decision-making in complex and large-scale sys-
tems should use new methods and means of management automation, enabling to take 
into account the whole variety of factors, conditions, rules, and interactions, considering 
that limitations apply individually and can be regulated in the process of work, provide 
the high level of precision and quality of decisions as well as productivity. 

This paper describes the network-centric approach, which solves the complex task 
of adaptive real-time train scheduling. The developed system was used in production 
by Russian Railways on a section of the high-speed rail Saint-Petersburg – Moscow 
and between Saint-Petersburg – Buslovskaya. 

2 Network-Centric Approach to Real-Time Train Scheduling 

2.1 Problem Statement 

The task of adaptive real-time train scheduling is to create a detailed train schedule with 
minimum deviations from the master schedule, considering various constraints and 
requirements of continuously incoming events (trains movement in the infrastructure 
block sections, train failure, track occupation, maintenance, speed limitations, etc.). 

The input data consists of: railway infrastructure with block sections (stations, 
railway switches, infrastructure block sections); requirements for train schedule (mas-
ter schedule); maintenance requirements; updates on the current situation about trains 
and state of infrastructure block sections (busy signals or sections unavailability). 

It is worth mentioning that the scale of the task is enormous which makes it a 
large-scale task. 

Let us consider the Saint-Petersburg – Moscow railway direction. This planning 
area has 49 stations, 48 railway runs (there are ones with different number of tracks), 
planning area in infrastructure network consists of approximately 3700 infrastructure 
block sections. Every day there are more than 800 trains of different types passing 
through the planning area: cargo, maintenance, suburban, passenger, high-speed. The 
system can support up to 50 different train priorities. There can occur up to 50 differ-
ent events (maintenance windows, track damage). Moreover, every train’s position is 
updated continuously (up to 50 events at a time). 

The main limitations of the system are traffic security requirements, normative 
route-building requirements, train priorities, dispatcher rules, etc. 

However, besides the limitations listed above, there are ones which are hard to 
formalize (no thickening of lines on train schedules, no unjustified changing of tracks, 
no traffic jams between stations, no unjustified halts or trains stop on the main tracks, 
correct routing of trains by dispatcher schedule, etc.), which should be considered 
during scheduling. At the same time, the requirements implementation depends on the 
current situation, i.e. the decision-making is situational. 
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For instance, a train may not choose an opposite track, but if there is a busy block 
section on its route or a maintenance window, then it can do it, in order to bypass the 
obstacle and stay on schedule –only if its maneuvering does not affect other trains 
with higher priorities. On the other hand, it may stay on the same track and wait for a 
while, if this delay is not big and the train can catch up. However, waiting at a station 
means stop for a while, and a train can only stop at the infrastructure block sections of 
certain length. Therefore, a decision whether the route should be changed is con-
nected to many conditions, which should be in balance. 

Multi-agent approach allows to consider the whole set of diverse criteria, constraints 
and requirements for train management, including the ones that are hard to formalize, by 
agents negotiations and finding consensus satisfying all sides of conflict. Architecture of 
the multi-agent system is open and enables to introduce new conditions and criteria as 
well as change already existing ones and manage them dynamically. 

The system for real-time train scheduling is implemented in the course of the 
“Vektor-M” software platform developed by ProgramPark Сompany [1,2], which 
allows to keep the dynamic infrastructure model of the planning area, get busy signals 
from block sections, appointed maintenance windows, satellite and other information. 

2.2 Architecture of the Network-Centric System 

The general architecture of the network-centric adaptive train scheduling system is 
depicted in Fig. 1[3]. 

 

Fig. 1. The general architecture of the network-centric train scheduling system 

The architecture of the developed system is built on the network-centric principles, 
where every subsystem has its own individual task and the final solution is reached 
through negotiating between individual decisions. 

Dispatcher subsystem coordinates the work of all the other subsystems, reads and en-
ters data into the planning scene. The planning scene is a set of different data storages 
where data required for scheduling is stored. The plan building takes places in 3 stages. 
Each subsystem builds a train schedule on its own level of data representation. A decision 
made at every stage, is conflict-free for its level of data representation (no converging train 
routes, the security requirements are intact). This layer-based train scheduling eliminates 
the combinatorial explosion of possibilities, makes the scheduling process more stable to 
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disruptions due to reducing the scale of the task on higher levels and step-by-step consi-
dering all possible limitations according to the level of importance and impact on other 
layers. More detailed interaction of the components is depicted in Fig. 2. 

 

 

Fig. 2. Interaction of the main planning subsystems. 

All events coming into the system can be divided into the two main types: new re-
quest and update on the current situation. Requests in their turn can be of the two 
basic types: request to let a train pass on schedule and request for infrastructure main-
tenance works. An update on the current situation can be either a train moving along 
infrastructure block sections or a state of an infrastructure block section (damage or 
busy condition). An event-request arrives in the thread subsystem, an event-update – 
in the time subsystem. 

The thread planning in thread subsystem is similar to visual schedule analyzing. 
The main task is to build a new possible train schedule considering the normative 
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schedule limitations and train priorities. The solution is based on the method of 
coupled interactions for managing resource allocation in real time [4]. On this level a 
train agent creates subtasks (operations) for each station in a train schedule. A subtask 
agent looks for a placement for itself in the respective resource, trying to find the 
most profitable position by negotiating with other subtask agents. High-priority trains 
are more active in finding a placement (have more energy for pushing other requests 
for resources). 

The main decision-making condition here is accomplishing the task with minimal 
divergence: 

,         (1) 

where TDs – scheduled starting time, TDf – scheduled finishing time, TPs – actual 
starting time, TPf – actual finishing time, N – number of resources, where operations 
can be implemented. Another condition is compliance with the normative traffic and 
security requirements. The result of the thread system’s work is an approximate sche-
dule, which is sent to the trajectory subsystem in order to build train routes by infra-
structure block sections, provided it is possible. 

In the trajectory subsystem a route for passing infrastructure block sections is built 
for each train according to the calculated simplified schedule, conflicts are resolved 
by overtaking and changing the routes. 

The primary task of scheduling paths and stops is to allocate routes for trains to 
take, and choose the block section for their stays considering overlapping routes of 
arriving and leaving for the parking. In this subsystem a train agent creates new sub-
task agents, which look for routes for passing the station according to the condition of 
minimal route costs. “Cost” is the cumulative KPI (Key Perfomance Indicator) of the 
route, which includes different normative requirements for train routes (correct or not, 
length, number of connections etc.). After scheduling with minimal KPIs, station 
route agents enter the active phase of life cycle, where the main condition for deci-
sion-making is no overlapping of train routes at a block section. When such an over-
lap is found, a station route agent will try to transmit one of the conflicting subtasks to 
other route agents. Route agents communicate via the task sharing protocol [5, 6]. 

When a successful route has been built, the trajectory subsystem spreads the sche-
dule to the time subsystem among block sections, or sends a message to the thread 
subsystem with parts of the schedule which cannot be implemented in the current 
infrastructure. 

In the time component, the final schedule is checked and corrected if required in 
order to comply with the normative requirements. 

The time component as well as the thread one uses the method of coupled interac-
tions for managing resource allocation in real time [4], however the resources  
are represented not by railway runs and station platforms, but by infrastructure block 
sections, whereas the train route creates many task agents for following the route’s 
block sections. The conditions of cumulative minimal running time divergence  
in resources (1) and the normative requirements are extended by normative  
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requirements, typical for depicting the planning area (traffic intervals, requirements 
for speeding up and slowing down and so on). The result consists of final concerned 
train schedules. If all limitations cannot be applied, the time subsystem sends a mes-
sage stating the location in the schedule where the irregular event takes place and 
transfers it to the trajectory component. 

Building and negotiating the final train schedule takes place in all subsystems  
(Fig. 2). In every planning subsystem there is a swarm of agents, representing the level, 
between the subsystems there are back links which come into play when a conflict  
cannot be resolved locally in the current subsystem. In this case a conflict is transmitted 
to a subsystem capable of solving it, negotiating takes places again after that. 

For example, the system receives an event about a train behind the schedule time. 
This event enters the time subsystem. If the delay is not big, the conflict will be miti-
gated by changing the train speed on block sections. If the conflict cannot be resolved, 
because it would affect other trains, for example, this data is transferred to the trajec-
tory system, which will try to resolve the conflict by changing the train routes. If this 
is not enough, the thread subsystem takes the conflict over.  

It should be noted that back links are also activated when a schedule from the pre-
vious level cannot be implemented in the next one. For example, the thread subsystem 
does not consider possible failures on block sections at a station (in general, such 
failures may not affect the traffic capacity of a station), it only estimates the capacity 
of the station as a whole as long as there is no failure alert from the trajectory subsys-
tem. Then scheduling trains in the thread scheduler will be done considering unavail-
able parts of the station tracks. 

Swarm agents communicate concurrently and asynchronously. The primary alloca-
tion of tasks to resources is done based on the best decision possible independently 
and in concurrent threads, which allows for reduction of computing time by excluding 
the rest of possibilities. Such “greedy” allocation results in conflicts that are resolved 
by agents grouping together into structures within a swarm – domains. In each do-
main searching for a compromise takes place between agents in order to resolve the 
conflict. Communication within domains takes place independently, concurrently and 
asynchronously. 

3 Software Implementation 

3.1 Realization Features 

The following time indicators for performance analysis of the system for real-time 
train scheduling were used: incoming data load time, rescheduling time for a new 
arrival, rescheduling time depending on duration of maintenance window, reschedul-
ing time for added maintenance windows, rescheduling time depending on the num-
ber of tracks with maintenance windows, rescheduling time depending on speed limits 
on a block section, rescheduling time depending on the number of limitations, speed 
on a block section, rescheduling time depending on the number of tracks occupied 
due to a speed limit at a station. 
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A train has around 45 operations (lines of schedule), every train operation has its 
own agent. There are around 800 trains in total and around 36000 agents for train 
operations. Apart from that, there are train agents – around 800, station agents – 49, 
station route agents – 500, block section agents – 3700, maintenance request and 
availability agents – around 100-200. Dividing this many agents into levels and 
grouping them into isolated swarms of agents, which are active at certain points of 
time, allows for increasing the system performance. 

In order to get implementation features for each index, an average value was de-
fined, based on the results of system performance for two planning areas: Saint-
Petersburg – Buslovskaya and Saint-Petersburg – Moscow. Cumulative decisions 
instead of ones made by separate schedulers have been taken into consideration. 

Figures relevant for planning the features of the planning areas are represented in 
Table 1. The Moscow – Saint-Petersburg planning area has 2.8 times more infrastruc-
ture objects than the Saint-Petersburg – Buslovskaya planning area. 

Table 1. Relevant features of planning areas  

Planning area 
Number 

of stations 

Number of in-
frastructure ob-

jects 

Number of tur-
nouts 

Saint-Petersburg – 
Buslovskaya 

17 1293 133 

Saint-Petersburg – 
Moscow 

47 3640 304 

 
Table 2 represents time planning features on the two planning areas. The data is 

represented according to the primary schedule and rescheduling after updating the 
train positions and other events. 

Table 2. Time planning features 

Planning area 
Average scheduling 

time (ms) 
Average reschedul-

ing time (ms) 
Saint-Petersburg – Bus-

lovskaya 
1552 1302 

Saint-Petersburg – Mos-
cow 

7592 5049 

 
The load time of the Saint-Petersburg – Moscow planning area is 4.9 times higher 

than on the Saint-Petersburg – Buslovskaya planning area. It is caused by the scale 
and complexity of the infrastructure. 

According to Table 2, the rescheduling time is 15-40% less in comparison to the 
initial scheduling time. It is caused by adaptive rescheduling based on incoming 
events instead of rescheduling everything from scratch. 
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Table 3 represents the change of planning scheduling characteristics depending on 
the number of scheduled trains on the planning areas. According to the table, the dif-
ference between the scheduling times on the planning areas with around the same 
number of trains is 2.6 times, which is close to the difference between numbers of 
infrastructure elements. Thus, linear dependency can be observed between the number 
of infrastructure elements and the train load time on the planning area. 

Increasing the number of trains increases the train scheduling time in direct propor-
tion. 

Table 3. Planning scheduling characteristics depending on the number of tasks 

Planning area 
Number of 
trains 

Average 
scheduling time 

(ms) 

Average re-
scheduling time 

(ms) 

Saint-Petersburg – Buslovs-
kaya 

12 1511 1185 

17 2180 1429 

30 2257 1799 

49 2300 2092 

67 2746 2356 

 

Saint-Petersburg – Moscow 

71 7202 5063 

86 8786 6164 

152 12691 11420 

241 22453 22899 

311 36143 37351 

 
The following qualitative characteristics can be noted: no unjustified changing of 

tracks, no traffic jams between stations, keeping security intervals, almost no delays 
among intercity and high speed trains in conflict situations, average train delays less 
than 9% (20 trains engaged in one conflict). 

This outcome has been achieved on such large-scale planning tasks for the first 
time. 

3.2 Example of Resolved Conflict Situations 

Let us consider a situation with a high number of disruptions as shown in Fig. 3., with 
6 maintenance windows, two of which completely block the traffic between Roshino 
and Zelenogorsk for an hour. 
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Fig. 3. Bypassing 6 maintenance windows, resuming after the disruptions have been eliminated 

Resolving this situation required involving back links between the subsystems. 
Due to a high number of schedule lines after the window the time subsystem was 
unable to create the final schedule, since the traffic security requirements didn’t allow 
the trains to stop and switch on to the alternative route. The time subsystem registers 
this mismatch as a conflict and sends a message to the trajectory subsystem, which, 
having failed to find a solution, sends the conflict to the thread subsystem. In order to 
resolve the situation, the thread subsystem must delay a few trains from previous 
stations (for example, 2048, 6155, 6163), taking the overload of the station limits into 
account. It sends the newly made decision to the trajectory subsystem which builds 
the route and transfers it further to the time subsystem. The time subsystem offers its 
own correct solution based on the received changed decision. As a result, the schedule 
has turned out to be more balanced and stable to possible further disruptions, the ef-
fect of the maintenance window has been localized, after which the schedules tend to 
be exemplary again. 

It is important to note that if the time subsystem hadn’t been able to offer its own 
solution due to the station overload, then this kind of conflict could have been re-
solved by additional bypasses in the trajectory subsystem and wouldn’t have required 
any changes in the thread subsystem. 

An overload between two stations cannot be resolved without the thread subsys-
tem, because changing the route with switching on to the opposite tracks will cost 
much more than changing the train schedule. 
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4 Conclusion 

The suggested network-centric system of adaptive train scheduling based on multi-
agent technologies have been developed within the project of the unified intelligent 
train scheduling system for the Russian railways and now is in production usage [7,8]. 

Further development directions of the scheduler: explaining the made decisions, 
visualization of the decision space, demonstrating the decision logic to the dispatcher, 
interaction with the dispatcher for improving the quality of the schedule, modelling 
the future developments, teaching, evaluating the quality of the decision based on a 
flexible set of conditions and the common “satisfaction” level of resources, increasing 
performance by paralleling asynchronous planning processes. 

The mentioned solutions will help increase the quality of decision-making and per-
formance level of end-users. 
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Abstract. This paper describes the different features and theoretical advantages of 
knowledge based framework in smart manufacturing. The main purpose of know-
ledge-based framework is smart reorganization of automation line based on ex-
pert’s knowledge entered to the system. This knowledge leads to minimizing costs 
and maximizing of the efficiency of production line by preventing faults, danger-
ous situations and optimizing plans of production. In paper defined the main tech-
nics and technologies that used in prototype of the system. Also provided the 
modelling results on the test initial data for chemical automation line. 

Keywords: Knowledge-based · Neuro-fuzzy · Stochastic planning · Smart 
manufacturing 

1 Introduction 

Today’s Intelligent or smart manufacturing is one of the promising approaches of 
automation and robotization of big industrial distributed systems. Modern trends of 
industrial systems development show that such a development is tightly connected 
with adoption of artificial intelligence approaches and attempts to increase perfor-
mance, especially in case of complex manufacturing. Usually information systems on 
plants have large-scaled very complex structures with high number of unknown or 
badly estimated parameters. Leading vendors of automation equipment have sur-
passed all imaginable expectations about development of complex robotic systems, 
means of information perception, increase in number of control channels, intellectua-
lization of the low level of industrial automation such as PLC, fieldbus systems, sen-
sors and actuators. 

Knowledge usage in smart manufacturing can be divided into two main sections: 1) 
in domain for planning and execution domain-related actions 2) internally in manu-
facturing systems for optimization of manufacturing systems work i.e. independent 
actual application.  

This paper presents such intelligent knowledge-based framework, showing how it 
is possible to adapt large interactive systems to user combining control theory and 
neuro-fuzzy-based learning as mentioned in [1]. 

In that paper reviewed first section – organizing and optimization of action related to 
the operational process. As an example of manufacturing plant viewed the laboratory in 
the SPbSTU – Festo Chemical station. 
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2 Integrated Intelligence for Planning and Fault-Tolerance 

For systems build as a union of separate agents one may design a layer of integrated 
self-supervision and control powered by internal intelligence [4]. A view of decision-
making process is presented for a single agent in the following paragraphs.  

For making decisions to find optimal solutions were chosen partially observable 
Markov decision processes (POMDP) model. This model has proven to be an effec-
tive solution to the problem of finding an optimal sequence of actions that lead to the 
highest winnings.  

A Partially Observable Markov Decision Process is defined as a tuple M = (S, A, 
O, T, Ω, R), where 

•  S is a set of states, 
•  A is a set of actions, 
•  O is a set of observations, 
•  T is a set of conditional transition probabilities, 
•  Ω is a set of conditional observation probabilities, 
•  R∶A×S→R is the reward function. 

The example of system architecture with POMDP solver showed on Fig.3: 

 
Fig. 3. Component architecture for planning and fault-tolerance 

System actions in most basic view can be just leave component as it is, reload it, turn 
on or turn off. Systems states can be working or not. System read messages of type 
“No logs – reload this module” and “No messages – reload this module”. 

Any component can ping another components and if it will not get any reply, it will 
send messages like “Component 1 has crashed” 

After getting the fault messages, some supervisor monitor will decide the appropri-
ate action for that component. 

System states can be divided into: 

• Down – component can be reloaded 
• Crushed – component cannot be reloaded without human interaction – for example 

after 20 attempts module will be marked as crushed and report will be sent to the 
responded people. 

• Incapable – component is still alive but can’t doing its job  
• Working – component works properly 

The following example shows how POMDP can be adopted for fault tolerant sys-
tems implementation. 
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Fig. 4. Recovery model 

Figure 4 shows a simple example of how an MDP might be used to model the recov-
ery process of two components (a) and (b). In the figure, the different states represents 
is component works or it is down. Every component can observe its state with unavai-
lability reward of 0.5 and if it down – restart it with reward of 0.5. But if components 
works good and they tried to restart – cost will be more – unavailability reward 1. The 
same situation for restarting component in a case when it will lead to the down of 
component. 

For reacting on any changed states the POMDP need a special policy, which can 
maximize reward after achieving of goal. The optimal policy, denoted by p*, yields 
the highest expected reward value for each belief state, compactly represented by the 
optimal value function V*. This value function is solution to the Bellman optimality 
equation: 

ሺܾሻכܸ  ൌ maxאሾݎሺܾ, ܽሻ  ߛ ∑ Ωሺ|ܾ, ܽሻܸכሺ߬ሺܾ, ܽ, ைאሻሻ ሿ, (1) 

where γ is the discount factor, τ is the belief state transition function and b is a be-
lief state probability. This value function can be find with a variety of algorithms (for 
references see [4, 5]). 

Another advantage of using POMDP in planning that it can optimize path of get-
ting the final product on manufacture and can be scaled since it can be parallelized.  

2.1 Algorithm Description 

Algorithm for finding the best strategy for cases when system has many observers is 
described below: 

Input: P[Failure] , Actions, ObserversNum, Observers, ߝ 
do forever 
  Observe(Observers) 
   for i = 1 to ObserversNum 
     If P[Failure] > ߝ then return ALERT 
     If P[Failure]    then break ߝ
    Action ՚ FindBestAction(Actions) 
    ExecuteAction(Action) 
   UpdatePF() 
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For system with ObserverNum – number of components at first algorithm goes throw 
all Observers and Observe if any component is fault (P[Failure] – denotes the joint 
probability of Failure of components, ε – is a constrain). After observing algorithm cat 
yield ALERT-function. For the set of actions algorithm decide which subset of actions 
optimal based on rewards for actions, states, observations and belief states(these pa-
rameters included in FindBestAction-function). After finding the best action conse-
quence algorithm will update probabilities by UpdatePF – function.  

This algorithm can be extended for multi-agent case, when observers can make de-
cisions if they do not know about other observers. In this way distributed system will 
be more complicated, but the result – intelligent fault tolerance can outperform the 
shortcomings as mentioned by authors [6, 7]. 

2.2 Combining the Prescriptive Analytics and POMDP 

Area of automated systems is one of the most needy in the systems in which all el-
ements of the system are reliable. Reliability means that when an error occurs the 
system will react adequately. 

System can adapt if no errors for some period not so much logs. System is distri-
buted – every module looks throw every modules and modules can redeploy this 
module with some voting algorithm. System can stop affected modules, if they are 
using functionality of crushed component. 

Prescriptive analytics in control systems can give an optimal strategy, which will 
give a list of features. In addition, program will not only make optimal decisions it 
also will generate reports for a special users and they can make their final decision. 
The simple example of report showed below: 

Table 1. Number of actions for any component in case of a fall 

Fault detected 
Number of actions 

Ping 
Redeploy    
module 

Restart OPC or module 

Actuator1 12 2 0 

Sensor 1 20 88 1 

 
From the report system administrator can make decision that maybe that one com-

ponent has problems with electricity or internet connection and call the appropriate 
service. If the system is decentralized, one component may generate such reports. In a 
best case, system will make the entire job and there is no need in a human inter-
action. 

The system can make recommendations based on the statistics of components. For 
example, if one component continuously decreases, it may lack the memory, in this 
case, the system can analyze the log files, and if they are often referred memory  
supervision component can generate a message that it is desirable to increase the  
machine memory. 



Knowledge Based Planning Fr

3 Low-Level Decis

While a high level planner,
cision making tool for adva
all domains and environme
and ability to make partiall
tions between each other 
characteristics can be achie
integrated into complete de
with the high level plannin
making system in the bottom

Fig. 5. A co

Logical flows of data be
Low-level decision-making
(2) and sends control signa
ing capabilities and cross-o
comprised of a set of agen
the whole decision making
making and high level dec
either via direct communica
via a distributed approach 
agents organize themselves
shared state, high level de
agent to retrieve all inform
identified in the following p

The low-level decision m
nent based on either hardc
purposes of low-latency em

Low-level decision-mak
cumulating sensor statistics
(basis functions in the resul

Information sharing ca
approach can be defined as 

ramework for Intelligent Distributed Manufacturing Systems 

sion Making 

, as presented in paragraph 2, may serve as a universal 
anced fault-tolerance, it’s characteristics are not suitable
ents. Local agents may require reduced decision latenc
ly optimal decision in absence of fully established conn

and the main decision making components. Requi
eved by a lower level distributed control circuit, which
ecision-making subsystem. Resulting hierarchical appro
ng system on the top and a lower level distributed decis
m is shown in Fig. 5. 

 

omplete structure of a decision-making system 

etween layers are visualized in the left part of the Fig
g layer connects to field device level to acquire the raw d
als (1). Depending on usage of knowledge, statistics, lea
observability, the low-level decision making system, be
nts,  possibly interconnected, may serve different roles
g contour. Exchange of data between low level decis
cision making (3 and 4 in Figure 5) may be performed
ation between low level agents and high level system o
with advanced fault tolerance characteristics. In this c

s into distributed data structure with eventually consist
ecision making then needs contacting only one low le
mation. Different low-level decision-making use cases 
paragraphs. 
making circuit may have a trivial decision making com
coded rules or an expert system. Such design best ser

mergency situations detection an immediate reaction.  
king may contain a learning module that is capable of 
s and aggregating it with basic assumptions on environm
lting optimization criteria).  
apabilities can also be introduced. Mathematically 
a utility-based optimization problem. 

305 

de-
e for 
cies 
nec-
ired  
h is 

oach 
sion 

g. 5. 
data 
arn-
eing 
s in 
sion 
d a) 
r b) 

case 
tent 
evel 
are 

mpo-
rves 

ac-
ment  

an  



306 A. Fedorov et al. 

 ܴሺܽሻ  ߛ ∑ ܴሺܽሻ ՜  (2) ,ݔܽ݉

 ܴሺܽሻ ൌ ∑ ܲሺ݅ሻ כ ሺܽሻݎ כ ሺܽሻܮ , (3) 

where ܴሺܽሻ is a complete agent reward for performing action ܽ, ߛ is a discount 
factor for decisions of neighbors, ܲሺ݅ሻis a predicate that holds true for current situa-
tion (depending on internals, that could be either simple if-else constructions or an 
expert system with advanced inference), ݎሺܽሻ is a direct reward of an agent , ܮሺܽሻ 
is a learner feedback (for example, a neural network).   

4 Prototype Implementation 

Concepts described in previous sections are used as basic building blocks of automa-
tion systems that are designed and built on the premises of Festo Laboratory in Saint 
Petersburg Polytechnic University. The lab consists of two manufacturing models –  
a discrete and continuous manufacturing. 

Chemical station manufacturing consist of four modules – mixing station, filter sta-
tion, reactor station and bottling station. Full station can be represented as small plant 
with 20 actuators and 44 sensors. For simplicity in this paper only a subset of sensors 
is considered – “Temperature mixture of liquids”, “Condition of three valves”, “Con-
dition of mixer”, “ Level of liquid”,  “Time of mixing”. 

Depending on a combination of these sensors, an adaptive neuro-fuzzy inference 
system can generate a target vector from which we can obtain information – whether 
the temperature is exceeded or liquid level was too high or low-level system can re-
port alarm if expert introduced the boundaries of parameters.  

The main problem of ANFIS toolbox is that for 7 terms and all combinations of 
rules (6804 rules) system trains model for a long period. For example for 6804 rules 
the time consumption of training the model takes 6 minutes – which is unacceptable 
for that kind of small problem. For making training faster considered to use java neu-
ro-fuzzy framework, which can be easily parallelized on the same PC. 

5 Conclusion 

Each day the number of unknowns in the production increases, as well as the number 
of controllable parameters. One way to effectively manage and optimize production is 
the proposed system knowledge bases with the possibility of self-study, which is part 
of the scheduler high and low level of production. Described techniques improve 
characteristics of resulting automated systems comparing to traditional approaches of 
design and implementation: fault-tolerance, scalability and latencies; that fact is prov-
en by systems designed and implemented on the premises of Festo Laboratory in 
Saint Petersburg Polytechnic University and in customer project. Further development 
of the project involves the implementation and integration of the components of the 
optimization and refinement. 
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Abstract. In this paper, a Dynamic and Uncertain Unmanned Aerial
Vehicle Mission Planning(DUUMP) is considered. New targets reveal
stochastically during the mission execution and the surveillance ben-
efit of each target is a random variable. To deal with this problem,
an Event-driven based Multiple Scenario Approach(MSA) is developed.
Experiment studies show that the Event-driven based MSA can solve
the DUUMP effectively and efficiently with quick system responsiveness
and high quality solution, which shows its practical value for real world
applications.

Keywords: Dynamism · Uncertainty · UAV mission planning · Event-
driven · Multiple scenario approach

1 Introduction

Unmanned Aerial Vehicle (UAV) has been playing an important role in military
missions nowadays. Dispatch a UAV to execute surveillance tasks, leads an opti-
mization problem called UAV Mission Planning(UMP) [1]. In UMP, there exists
a set of targets that require surveillance. Each target has a surveillance benefit
indicated by the degree of importance of that target. The UAV is dispatched
from the base to execute the surveillance mission. Surveillance benefit of the
target is obtained by the UAV if UAV reached that target. Meanwhile, the UAV
has to return back to the base before its fuel drained. The objective of the UMP
is thus to gather as much surveillance benefits as possible while safely return
back to the base.

In real world situation, UMP is always in a dynamic and uncertain environ-
ment [1,2]. For example, when the UAV is executing the initial mission, new
targets reveal as time lapses; therefore, the original mission plan needs to be
updated. This factor causes the dynamism of UMP. There are two main frame-
work to deal with the dynamism: time-driven reoptimization framework [3,4],

c© Springer International Publishing Switzerland 2015
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and event-driven reoptimization framework [5]. [6] summarised the two frame-
works in details.

In another situation, at the beginning of the mission, the planner doesn’t
know the accurate benefits of the targets but an interval data or a stochastic
information, also because of the wind or other natural force, the UAV cannot
keep a constant speed all the time. For these reasons cause the uncertainty of
the UMP. The commonly used methods to deal with uncertainty are stochastic
modelling and sampling [7]. In [6] more comparisons are given between the two
methods.

The Event-driven based MSA uses the Event-driven framework and the Sam-
pling procedure to deal with the dynamism and uncertainty. By using event-
driven framework, the dynamic targets can be processed without delay; By
Sampling, different scenarios are generated for decision making. One important
consideration is the need of fast optimization algorithm to optimise scenarios,
because the time lag between events can be small, time-consuming algorithms
will influence the system responsiveness. A fast and efficient Variable Neighbor-
hood Search(VNS) is used for optimization.

The remainder of the paper is organised as follows: Section 2 reviewed the
Multiple scenario approach and the Event-driven framework which is the foun-
dation of this paper, section 3 describes the dynamic and uncertain UAV mis-
sion planning. In section 4 the application of the event-driven based MSA to
the dynamic and uncertain UAV mission planning is described. The experiment
studies are given in section 5 and section 6 concludes the paper.

2 Event-Driven Based Multiple Scenario Approach

2.1 Multiple Scenario Approach

The Multiple Scenario Approach (MSA) is proposed by Van Hentenryck and
Bent [7].

There are five components in MSA: Scenario Pool (SP), Scenario Generator
(SG), Scenario Optimiser (SO), Decision Maker (DM), and Scenario Updater
(SU). At the beginning, an empty SP is established. Then the main procedure
of MSA starts from SG, SG generates scenarios based on sampling and then add
the scenarios generated into the SP until the SP is full, each scenario generated
represents an initial solution for the problem under the corresponding sampling.
Then SO is used to optimise the scenarios in SP to get better overall scenarios.
When the time of making a decision comes, the DM is used to make a decision
according to the scenarios in SP, which tells the UAV the next target to visit.
After the decision is made, the SU is used to update the scenarios in SP, the
compatible scenarios are modified and the incompatible ones are discarded which
leaves rooms for new scenarios. Until now, one iteration of the MSA procedure
is finished, the next iteration starts from SG again for the preparation of the
next decision making.
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2.2 Event-Driven Framework

Event-driven architecture is a software architecture pattern promoting the pro-
duction, detection, consumption of, and reaction to events. Here it is used to
improve the responsiveness of the MSA with the MSA wrapped in the event-
driven framework. The execution of each MSA component is triggered by corre-
sponding event.

In UMP, the following events are defined: Decision, New target, Scenario
generate, Scenario optimise, Pool update. Decision event is pushed into the event
queue whenever the UAV arrives a target. New target event is added when a
new target reveals. Pool update event is added after a decision is made and
after a new target reveals. Scenario generate and Scenario optimise events are
resident in the event queue, which makes the idle time can be completely used
for generating and optimising the scenarios.

3 Dynamic and Uncertain UAV Mission Planning

3.1 UAV Mission Planning

The UMP consists of planning a path starting and ending at the starting and
ending base 0 and n respectively and visiting other targets i = 1, ..., n− 1 to get
corresponding surveillance benefits bi, such that the total surveillance benefit of
visited targets is maximized. lij represents distance between i and j. Each target
can be visited at most once. For the UAV, a time limit Tmax is defined because
of the fuel limitation.

Let xi(i = 1, ..., n − 1) represents the binary variable of the UAV visiting
target i. xi = 1 if target i is visited by the UAV, otherwise xi = 0. Let yij(i, j =
0, ..., n) represents the binary variable of the UAV visiting arc (i, j), yij = 1 if
arc (i, j) is visited by the UAV, otherwise yij = 0.

The UMP can be formulated as follows:

max
n−1∑

i=1

xibi (1)

subject to the following constrains:

n∑

j=1

y0j =
n−1∑

i=0

yin = 1 (2)

∑

i<j

yij +
∑

i>j

yji = 2xj(j = 1, ..., n − 1) (3)

n−1∑

i=0

∑

j>i

lijyij ≤ Tmax (4)

xi ∈ {0, 1}(i = 1, ..., n − 1) (5)
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yij ∈ {0, 1}(i, j = 0, ..., n) (6)

where constraint(2) ensures that the UAV starts at vertex 0 and ends at vertex
n, constraint(3) ensures the connectivity of the path, constraint(4) means the
time of the UAV planning path is limited in Tmax, constraint(5) and (6) ensure
the binary variables value are integers.

3.2 Dynamism and Uncertainty

Dynamism. We usually use a parameter called Dynamism Degree to describe
the dynamic level of the problem. The Dynamism Degree δ defined in [8] is the
ratio between the number of dynamic targets nd and the total number of targets
ntot as follows:

δ =
nd

ntot
(7)

Uncertainty. Suppose b̃i is the uncertain surveillance benefit of target i. The
b̃i is a random variable in [bi

LB , bi
UB ] where bi

LB and bi
UB are the lower bound

and upper bound of the benefit interval.

4 Application to Dynamic and Uncertain UAV Mission
Planning

4.1 Scenario and Decision

To generate a scenario, the first step is sampling on the random variables. In
UAV mission planning, the surveillance benefit of targets is uncertain, then the
sampling procedure is conducted on the target surveillance benefit b̃i.

After sampling, a static and deterministic UMP with sampled surveillance
benefit is obtained, then a solution of this problem is called a scenario.

The Consensus algorithm [5] is used for decision making. The Consensus
algorithm evaluates all the scenarios in the scenario pool and select the target
with the highest appearance frequency as the next target [5].

4.2 Optimization Algorithm

In this paper, an Adaptive Variable Neighborhood Search(AVNS) is adopted to
solve the UMP. The neighbourhoods are explored adaptively depending on their
previous performance. The performance of a neighbourhood is measured by the
ratio of the improvement to time. The neighbourhoods with better performance
are more likely to be selected first.

Algorithm 1 gives the pseudocode of AVNS algorithm.
In the perturbation procedure, a random replace neighbourhood operator

is used for perturbation. The random replace operator tries to exchange targets
that belong to the current solution with non-included targets. In our experiment,
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Algorithm 1. The Adaptive Variable Neighborhood Search algorithm
Input: An initial solution s0, Neighborhood set N = {N1, ..., Nk};
Output: The best solution found sbest;
1: s← s0

2: sbest ← s0

3: while N �= Ø do
4: N∗ ← NeighborhoodSelection(N)
5: s′ ← Perturbation(N∗, s)
6: s′ ← LocalSearch(s′)
7: UpdateNeighborhoodPerformance(N∗, s, s′)
8: if ObjectiveV alue(s′) > ObjectiveV alue(s) then
9: s← s′

10: else
11: N← N \ {N∗}
12: end if
13: if ObjectiveV alue(s′) > ObjectiveV alue(sbest) then
14: sbest ← s′

15: end if
16: end while

2 random replace and 3 random replace are used where 2 and 3 means the number
of targets considered for replacement.

Randomly choose 2 for 2 random replace and 3 for 3 random replace non-
included targets and insert them into the current solution, next the deletion will
be performed to restore the feasibility of the solution. The insertion procedure
is finished by inserting the targets into the best position in the solution without
considering the feasibility. The deletion procedure is the opposite process of
insertion. The deletion procedure will repeat until the solution is feasible again.

In local search procedure, three neighbourhood operators 2-opt, swap and
replace are used to improve the solution. 2-opt and swap are used to reduce the
route length. The replace operator tries to exchange one non-included target
with included targets to improve the route benefit. All the non-included targets
are evaluated for replacement and the best improving one is selected for replace
operation.

4.3 Update

The update procedure need to be performed whenever a decision is made or a
new target reveals. Both events change the state of the problem. After a decision
is made, the assigned target is eliminated from the unvisited targets set. When
a new target reveals, the new target is admitted into the unvisited targets set.

The update principles are:
1. For the decision event situation, if the next target in the scenario is just

the target chosen in the decision procedure, then the next target is included in
the visited targets list and excluded from the unvisited target, and this scenario
will stay in the scenario pool. If the next target in the scenario is not the target



An Event-Driven Based Multiple Scenario Approach 313

decided in the decision procedure, then this scenario is an incompatible scenario
and will be eliminated from the scenario pool.

2. For the new target event situation, For each scenario in the scenario pool,
the replace operation is considered to exchange the new target with targets in
this scenarios.

5 Experiments

In this section, we present the computational experiments of the DUUMP. The
proposed algorithm for solving the DUUMP is coded in Java, all the instances
are tested on an Intel Core i7 with 2.2GHz, 16GB RAM.

5.1 Test Instances

The instances for the DUUMP tested in this paper are based on Novoa [9]
which are initially used for Vehicle Routing Problem with Stochastic Demand
(VRPSD). In the instances, all targets are uniformly distributed in a 1×1 square
grid with discrete uniform benefits. Each target is associated with a reveal time
which is generated randomly within the planning horizon. In order to simulate
the real world UMP, the 1 × 1 square is amplified 20 times with the UAV speed
set to 1. Table 1 shows the 3 test instance settings.

Table 1. Instances Information

Instance Targets Number Dynamism Degree Time Limit

Instance 1 30 0.3 60
Instance 2 40 0.5 80
Instance 3 60 0.7 120

5.2 Performance Evaluation

In order to evaluate the performance of the Event-driven based MSA, we use
the value of information [10] as a metric.

This metric can be written as

V I =
OVsd − OVdu

OVsd
(8)

where OVdu is the objective value of the dynamic and uncertain instance Idu,
OVsd is the objective value of the static and deterministic problem Isd when all
information of Idu is known beforehand.

Each instance is run 50 times and the average objective value is calculated.
The static and deterministic counterpart of the dynamic and uncertain problem
is obtained by setting all dynamic targets as static targets, and all targets benefit
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Table 2. The computational results

Instance OVdu OVsd V I

Instance 1 173 185 6.5%
Instance 2 220 243 9.4%
Instance 3 389 451 13.7%

is set to the actual benefit which is the real benefit the UAV get when the UAV
reach the targets.

The results are shown in table 2. From table 2 we can see, the average objec-
tive value of the dynamic and uncertain problem is less than the static and
deterministic counterpart, which is natural because when all the information
is known beforehand, the planner can make a better overall plan by using all
the known information. The value of information is increasing as the dynamism
degree increasing. This phenomenon is caused because with the dynamism degree
increasing, less information is known beforehand and it is more difficult to make
the overall plan.

5.3 Simulation

Fig. 1 gives the simulation of Instance 1. The left panel is the real time informa-
tion which gives the real time decision making and new targets arrival status.
The right panel is the visualisation of the real time routing. In this example, the

Fig. 1. Real time routing of instance 1
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dynamic target 5 reveals when the UAV is moving to target 16, after the UAV
arrive target 16, the dynamic target 5 is selected as the next target, we can see
the Event-driven based MSA can make quick decision and modify the current
plan to adapt the changing environment. In the simulation, the time between
the UAV start and finish mission is 63 seconds which has a 3 seconds error, this
is caused mostly by the delay between the UAV arrives a target and the next
decision is made. But the error is small enough which can be ignored in the real
world application. This shows the system’s quick responsiveness.

6 Conclusion

The DUUMP is very challenging because of its dynamic and uncertain charac-
ters. Quick responses and fast optimisations are needed for solving this problem.
The Event-driven based MSA solves it efficiently and effectively and it is appli-
cable for real-world application because of its quick responsiveness and capa-
bilities for acquiring high quality solutions. More future works need to be done
to improve the approach including algorithm improvement and dynamic targets
prediction.
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Abstract. In the shipping industry, there are commercial information providers 
who collect and advertise shipping schedules by global region between mer-
chant shippers to attract cargo and forwarders to find tonnage. The service pro-
viders perform most jobs for data (shipping schedules) gathering and processing 
by hand. In addition, they are also challenged to extend the range of schedule 
collection and provision to both on- and off-line sites in terms of service quality 
and diversity. For these issues, we carried out a project to improve the existing 
business process of the service provider A (fictitious name) in Korea. Our re-
search case introduces a significant commercial information service specialized 
in the shipping and logistics industries which is ordinary in the field but new in 
the realm of research. Also compared to the previous process, we found that our 
applications developed by the existing S/W technology improved the work effi-
ciency by 25% and diversified revenue models with stability. 

Keywords: Information service · Process reengineering · Shipping schedule 

1 Introduction 

It is a commonplace in the shipping market that ship operators fail to fill up the ton-
nage (shipping space) with cargo or forwarders experience difficulties to find the 
optimal shipping schedules. Such a mismatch in the shipping market is a typical issue 
caused by limitation of information sharing between demand and supply in common 
with other fields [1,2,3]. This issue is a good business chance for information service 
providers who provision shipping schedules like Indonesia Shipping Gazette [4], Ko-
rea Shipping Gazette [5], New Zealand Shipping Gazette [6], etc. Their business 
model is a weekly shipping news magazine or book which contains advertisements 
with vessel schedules of shipping companies, so these service providers are also 
called shipping news media. The service providers obtain revenue from both sides of 
shipping companies for advertising shipping schedules and forwarders for subscribing 
a weekly shipping schedule magazine. Like this, their business model looks attractive 
but there are endemic problems on heavy workload, low productivity and service 
instability because almost all of schedule data managed within each ship operator 
have different forms (types), so service providers should retype in everything for  
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converting their raw schedule data received from shipping companies in a common 
format. Such an old process depending only on staffs’ hands and eyes falls behind in 
the current business environment. 

With regard to this issue, our research performed an industry-university project to 
improve the existing service process and model of the shipping schedule service  
provider A (fictitious name) representing in Korea. Through this research, we reengi-
neered the overall service process in terms of process stability, productivity and reve-
nue model with the conventional S/W engineering technologies. And we found that 
our improvements were sufficient to draw satisfaction from the A.  

In section 2, business and system requirements for improving the shipping schedule 
service are analyzed and in section 3, our redesigned and implemented results are ex-
plained. Lastly, significance and limitation of our research are discussed in section 4. 

2 Business and System Requirements 

The following Fig. 1 represents the heart process of the service provider A from col-
lecting ship operators’ schedule data to provisioning a schedule service through the 
publication of a weekly magazine. Analyzed and required features of the existing 
process are explained in sections 2.1 to 2.5. 
 

 

Fig. 1. Analyzed Systems for Provisioning a Shipping Schedule Service (Source: [7,8,9]) 

2.1 Productivity and Stability 

Almost all schedules collected from shipping companies have different types or forms 
(code, length, table form, etc.) in different files (pdf, doc, excel, etc.) for different O/S 
(windows or Mac). This issue is represented in the part A of Fig. 1. In this work envi-
ronment, every schedule would be retyped into a common form by editors’ hands. 
The service provider A had a self-developed data editing system with 4D [10] but it 
just played a role of the database management system (DBMS) for QuarkXpress 
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(desktop publication S/W) [11] to publish shipping schedules through the weekly 
magazine, not for supporting a file conversion in the part B of Fig. 1. For this reason, 
staffs in charge of editing schedule data would suffer from a heavy workload caused 
by routinely repeated retyping. When we analyzed the existing process and system, 
keystrokes of three editors for input and editing of schedule data would go on for 4 
days a week. So our urgent priority was to improve the work productivity (load and 
time) by adopting data conversion technologies. 

Also, the publishing system occasionally stopped with an unknown reason. An un-
expected stoppage at the end of the publication process used to disconcert the service 
provider A as well as his or her advertisers and subscribers (ship operators and for-
warders). What is worse, the service provider would suffered hardship to find a proper 
S/W engineer who could repair the system. Such instability required to replace the 
existing system with a new one. And it was a reasonable decision in terms of efficient 
and cost-effective maintenance. 

2.2 Service Quality and Diversification 

The service provider A had collected only offline data from advertisers but there were 
open schedule data on websites that ship operators who were not A’s clients provided. 
As time goes by, they were expected to increase but the service provider had no idea 
how to gather free schedule data scattered on the web. For a schedule-rich service, an 
additional function to gather the online schedule data was required to develop by uti-
lizing a web crawler [12]. 

On the other hand, even though a weekly magazine was a conventional revenue 
model of the service provider A and there was no counterpart in the same field, for 
subscribers hoping to save their time by searching data on the internet, this method 
was an old fashion to decline. Looking at this angle, an online schedule query service 
was advanced further than downloading pdf files and it was expected to increase sub-
scribers’ satisfactions and to bring new revenue by diversifying business models at 
the same time. 

2.3 Technical Constraints 

In the field of publishing, a publication system for Mac O/S was preferred than that 
for Windows O/S because of a custom of long standing that a Mac PC was better in 
terms of print quality [13]. For the same reason, the service provider A also operated 
his or her publication system on a Mac O/S. But there was an issue on incompatibility 
between the data handling process on Windows O/S and the publication process on 
Mac O/S. On this account, a new schedule DBMS to develop was required to be inde-
pendent or compatible from/with both O/Ss. 
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3 Process Reengineering and Implementation 

Based on the requirements and considerations drawn in section 2, we carried out the 
redesign of the overall process for the shipping schedule service as shown in Fig. 2. 
Implemented results and the consequent benefits are explained in section 3.1 to 3.4. 

 

 

Fig. 2. Improved Systems for Provisioning a Shipping Schedule Service (Source: [7,8,9]) 

3.1 Part A: Manual to Semi-auto Data Conversion 

First, we replaced the existing schedule DBMS with a new one that a file conversion 
function was added as shown in the part A of Fig. 2. In developing the new system, 
there were more than 100 formats for shipping schedules in different files but we 
could neither integrate all types into one standardized nor convert all files automati-
cally because atypical or exceptional syntax included images and copy for advertising 
shipping schedules in each file. So we decided to concentrate on semi-automatically 
converting Excel (spreadsheet) files which accounted for about 70% of all files. The 
new system developed in Java (programming language) consists of two parts; file 
conversion support system and DBMS. They utilized the Apache POI (Java API for 
Microsoft documents) [14] for a file conversion function and MS SQL for a new 
DBMS.  

The new application is compatible with Windows PCs as well as Apple Macs. And 
after it was implemented on the scene, keystrokes for input and editing of shipping 
schedules were reduced by 25% from 4 days to 3 days a week.  

3.2 Part B: Gathering Online Schedule Data  

In the existing process, shipping schedules that the service provider A could gather 
were limited to the offline data which were collected from advertisers but there were 
open shipping schedules that shipping companies who were not A’s clients uploaded 
on the internet.  
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For this reason, a web crawler which could gather schedule data in table forms was 
utilized to expand the range of data collection onto websites. Online schedules col-
lected by web crawler were automatically accumulated in the integrated DB with 
offline data. They were applied for a web schedule search service.  

3.3 Part C: Advanced Web Service 

The service provider A had provisioned a text-based shipping schedule search service 
through the website but data were not enough to charge a fee. In short, it was a per-
functory service.  

Related to this issue, a new online service was launched with the extended (inte-
grated) schedule DB. This service was outsourced to a SI (system integrator) and 
developed by Flash- one of the RIAs (rich internet applications) [15] for more interac-
tive user interfaces. As a result, the advanced web service showed satisfactory im-
provements in terms of service quality and revenue diversity. Paid-up members can 
select any one between Flash and text modes.  

3.4 Part D: Strengthened Offline Service 

At the end of the publication process, the desktop publishing S/W was replaced from 
QuarkXpress to InDesign for securing the stability. Lastly, we added inland transport 
schedules connected with shipping schedules such as TCR (Trans-Chinese Railway), 
TSR (Trans-Siberian Railway) into the weekly magazine for strengthening the offline 
service. With the last development, our project was successfully completed that it 
took about 2 years from 2010.  

Since then, practical problems were not found for the next two years except an ad-
ditional requirement to increase the number of convertible file forms as advertisers 
increased. 

4 Conclusion 

The previous researches utilized shipping schedules for logistics decisions like ship 
operations, unit/facility dispatching, etc. but in our research, they were considered as 
a business model. In addition, the shipping schedule service is well-known on the 
logistics scene but not in the realm of research. Consequently, our research case itself 
has academic significance.  

On the other hand, we carried out a project to improve the existing process of the 
service provider A from collecting schedule data to provisioning the schedule service. 
Through the development of the new file conversion system, we found that work time 
was reduced by 25% from four days to three days a week. And by replacing  
the existing DBMS and desktop publication system with new ones, the stability of the 
overall publication process was secured. Lastly, the additional utilization of online 
shipping schedules and inland transport schedules connected with shipping schedules 
conduced to high quality service and revenue diversification. These findings were 
confirmed by the A.  
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Though our artefacts were not fully elaborated due to industrial secrets, our re-
search presented a real case which improved the existing shipping schedule service 
that it could be an academic reference for an industrial information service specific in 
the shipping and logistics industries.  

In the following research, we will study a logistics cloud service as an alternative 
to converting heterogeneous shipping schedules through the common platform. The 
consequences will provide insights to overcome our limitation in terms of smooth 
information flow that we could not provide a solution available to change all schedule 
forms automatically because of highly complicated data forms.  
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Abstract. Community discovery in Social network is one of the hot spots. In 
real networks, some nodes belong to several different communities. Overlap-
ping community discovery has been more and more popular. Label propagation 
algorithm has been proven to be an effective method for complex network 
community discovery, this algorithm has the characteristics of simple and fast. 
For the poor stability problem of Label propagation algorithm, this article pro-
poses a stable overlapping communities discovery method based on the label 
propagation algorithm: SALPA. At the beginning of the method, introduce the 
influence of nodes, which is used to measure the influence of nodes, select the 
most influential nodes as the core nodes, in the propagating stage, when there 
are more than one label with the same degree of membership, select the connec-
tivity lager than the threshold. The method has been carried out in three real 
networks and two big synthetic networks. Compared with the classical algo-
rithm, experiment results demonstrate the effectiveness, stability and computa-
tional speed of the method have been improved. 

Keywords: Label propagation · Overlapping community · Complex networks · 
Community discovery 

1 Introduction 

Complex network has the properties of small-world, scale-free, community[1] is 
another major characteristic of complex networks. With the emergence of new types 
of social networks, community discovery has stimulated a great deal of interest, not 
only in the field of sociology, but also include the fields of cooperation networks, 
public opinion discovery and E-commerce Recommender Systems etc. The communi-
ty has been found to play an important role in the real network, can be used to find  
social organizations with same hobby in social networks, to master the transmission 
of resources in network, the prediction of the change of the network topology etc. 

Because in the real network, some nodes may simultaneously belong to many com-
munities, such as music lovers may also love sports. The network has many overlapping 
interconnected communities, in recent years overlapping community discovery has been 
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studied so much. The overlapping community discovery algorithm is mainly divided 
into three kinds, graph based partitioning, optimization and link partition. The main 
algorithm based on the partition algorithm of graph is CPM(Clique Percolation Method) 
proposed by Palla[2]. The basic idea of the algorithm is one node within the community 
more likely to form clique because of its high density; optimization algorithm partitions 
are based on the community metrics, such as density, modularity and conductivity. The 
OSLOM[3] algorithm is by adding or removing nodes within the community to streng-
then community fitness function; the most famous is Baumes who proposed a two stage 
method in the literature[4], first divides the network into disjoint "seeds" community, 
then by adding or removing some of the neighboring nodes to achieve maximum com-
munity "density". Most of these algorithms are in need of a priori knowledge or time 
disadvantage of high complexity. 

Because the community networks are very large, community discovery algorithm’s 
speed become particularly important. The RAK[5] algorithm by far is one of the fast-
est algorithm, it is proposed by Raghavan, the algorithm not only has linear time 
complexity characteristics but also has the advantages of simple operation and with-
out prior knowledge etc. But, like most community discovery algorithm, it can only 
be found not overlapping communities and not stable. One literature improves the 
RAK algorithm[6], proposed algorithm for mining overlapping community label 
propagation based (COPRA),the algorithm can dig out the overlapping community, 
but not on the stability of the community for effective treatment. 

To solve the existing problems of traditional label propagation algorithm, the label 
propagation algorithm in this paper improved the initial stage, computing the node’s 
influence, select the most influential nodes as the central nodes. In the label propaga-
tion process, assigned a unique label to center nodes. In order to reduce the complexi-
ty of the algorithm, all nodes are not calculated in the influence of the initialization 
phase, only calculate part of the nodes. In the label propagation stage, in view of the 
traditional label propagation algorithm is not stable, proposes a new label propagation 
algorithm, the algorithm in multi-dimensional measure of neighbor labels, select the 
largest as the node’s label. 

The rest of this paper is organized as follows. Section two introduces overlapping 
community discovery methods based on label propagation algorithm; the third section 
described the SALPA algorithm in detail, and the algorithm is analyzed; the fourth 
section algorithm is studied by experiments and compared with the classical algo-
rithms; finally concludes the paper. 

2 Related Works 

The label propagation algorithm is a learning method of graph based machine. In 
2007, Raghavan[5] first applied the label propagation algorithm to the community 
discovery. 

The main idea of Raghavan’s community discovery algorithm is to assign a label 
to each node, in iterative process, each node updates its own label, the labels appear 
the most times from the neighbor node updates for their new label. If many of the 
same number of most frequency labels exist, randomly select one as the new tag  
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value. After several times of iterative, densely connected nodes converge to the same 
label. Finally, the node with the same label values belong to the same community. 

Several label propagation algorithms proposed to improve Raghavan’s algorithm. 
But these algorithms are only found the non-overlapping community. Then the label 
propagation algorithm is further improved, which is applied to overlapping community 
discovery. One of the first to use the label propagation algorithm to solve the problem of 
overlapping community detection algorithm is proposed by Steve, it is COPRA[6]. The 
COPRA algorithm allows nodes to have at most V tags, V as the algorithm parameters 
to input. The initial stage of the algorithm, given a unique label to each node, and set 
membership is 1. Then according to the neighbor node labels, calculated for each node 
may labeled and its membership, and standardization of membership. Finally, delete 
those be contained entirely in the community, and then the internal disconnected com-
munity split. Although the algorithm can solve the overlapping community detection 
problem, but the COPRA algorithm require input the number of overlapping communi-
ties each node can belong to, it is not suitable for large scale network. In a large net-
work, some nodes may belong to 2 communities, and some nodes may belong to the 4, 
5 different communities. Set a global upper bound for the number of overlapping com-
munities one node can belong to is not suitable and there are still shortcomings such as 
not stable. Stability of some algorithm for label propagation algorithm is improved. But 
these algorithms have some limitations. 

3 Community Discovery Algorithm 

Our algorithm is divided into two parts; the first part is to find the most influential 
nodes. If the node’s influence is less than a threshold, given the node’s influence 0. 
The second part is to use the label propagation algorithm to detect overlapping com-
munities. 

In label propagation algorithm the sequence of nodes is also important, it affect the 
efficiency of label propagation algorithm. In the label initialization phase, we first 
select the most influential nodes. Next to choose label for every node, retain the 
node’s membership greater than the given threshold. According to the six degree  
theory, we select N/6 nodes, whose influence is larger than other nodes, and N is the 
count of nodes in the community. 

The importance of nodes usually defined as degree index, closeness and between-
ness. Degree of a node is defined as the number of neighbors of the node, the local in-
formation of the degree can only characterize the node, and calculate the compactness 
and betweenness is higher complexity. Importance index of the network node is mainly 
based on local network attribute index, based on the network global attribute index and 
based on network location attribute index, which is based on global properties index, 
due to consider the global information of the network, the calculation time complexity is 
high, so it is not suitable for large scale network. In this algorithm, we don't need to 
accurately sort of community nodes. Network based on local property index although 
simple, but according to the evolution characteristics of Centola[7], the study found that 
simply select the degree of nodes as a measure index is not scientific. In 2010, Kitsak 
pointed out degree and betweenness cannot accurately describe a node's communication 
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ability, and the use of K-kernel[8] decomposition method, the number of kernel of a 
node can better reflect the node’s importance, but the algorithm is more suitable for 
single source communication network. Considering the characteristics of the above 
methods, the algorithm selects the partial attribute index and network location attribute 
based index as the measure of the importance of nodes. 

Assume the network G= (V, E) composed of |V|=N nodes and |E|=M edges. Node 
i's communication capability is expressed as 
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Where fi represents the sum of the node’s degree and its neighbor nodes’ degree. fj 

is the degree of node j, where j is the neighbor of node i, t is the count of node i’s 
neighbor, ki is the Ks value of node i. In order to improve the efficiency of the algo-
rithm, select the most N/6 influential node temporarily as center node of each com-
munity and give the only label. 

In order to be able to label overlapping nodes, using the same method as COPRA, 
use (C, b) on community nodes as labelled set, where C denotes the tag number, B is 
membership, and all node’s label membership is 1. When more than one have the 
same membership, compare connectivity of the node to the tagged community, main-
tain the tag whose connectivity is greater than a certain threshold. Connection  
between node and communities is defined as the proportion of the neighbor in the 
community and all. 
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Where |N(i,c)| is the count of node i’s neighbor who is in the community c, |NC(i)| 
is the number of communities that node’s neighbor belong to. con(i, c) is the connec-
tivity of node i and Community c. 

In the label propagation phase, when the new label membership degree is larger than 
the threshold, maintain multiple tags, the node is the overlapping node. In the SALPA 
algorithm, use synchronous update process, the end condition of iteration same as 
COPRA algorithm. In the initial stage of the algorithm, we choose the center node iden-
tifier as the old node’s identifier, labeln is used to the new label storage iterative, initia-
lized to null. Algorithm for calculating the results stored in the labelres. At the end stage 
of the algorithm, because the center points be extracted in the initial stages, the center 
point is not accurate, so get the community for further processing. Compared to many 
communities, identified, remove inclusion relation sub community. 

4 Experiments and Results 

In this paper, the experiment was conducted in comparison algorithm known commu-
nity division of real networks and a large real network. 
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4.1 Experimental Data 

In order to verify the validity and accuracy of the method, selecting three real net-
works and two different characteristics of the production of LFR artificial network as 
the experimental data. Three real networks are USA Zachary karate club network[9], 
one is Dolphins network[10], and another is PGP network. Zachary is American Ka-
rate Club network. Zachary is the most commonly used community found a test data 
set, the network consists of 34 nodes with representatives of members of the club, 
also has 78 edges represent links between the relationships between members of the 
club. Connections between nodes represent other occasions that two members often 
appear together in the club activities outside, was not at the club, they are friends. 
Dolphins’ network is a dolphin social network, including 62 sections, 159 edges. PGP 
network is contains 10680 nodes and 24316 edges of the social network. 

The next experiment was carried out in two different characteristics of the LFR ar-
tificial network, the two network are large-scale network (LG) and large community 
network (LC). Large scale network (LG) set N=6000, <k>=10, kmax=30, Cmin=10, 
Cmax=50. Community network (LC) set the Cmin=30, Cmax=100 and other parame-
ters of large scale network agreement. 

4.2 Evaluation Standard 

For a real network, using overlapping community modularity as evaluation index of 
Qov[11] algorithm. But for artificial network, you can use the NMI (Normalized Mu-
tual Information) the matching degree between the real community[12] to evaluate 
community and network built-in algorithm of finding. 
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Where Oi, Oj is the count of community that node i or node j belongs, di, dj is the 
degree of node i and node j, when a node i and node j belong to the same community, 
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NMI is usually used to measure the algorithm accuracy rate found in known com-
munity structure in the network community, defined as 
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A and B are two different community group of network C, CA (CB) is the count of 
community in network A (B), Cij is the count of node that in the community of node i 
of A and  at the same time the nodes in the community of node j in network B, Ci is 
the node count of the ith community in network A, C is the number of nodes in net-
work C. NMI embodies the consistency of the two sets A and B, it is in range [0,1]. 
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4.3 The Results of Experiments 

4.3.1   The Efficiency of the Implementation of Algorithm 
In order to test the efficiency of the implementation of SALPA algorithm, compared 
with the COPRA and CFinder algorithm in artificial network. In the experiment, the 
parameter V value of COPRA algorithm is 4, the threshold value of SALPA algo-
rithm is 0.6. The experimental LG data using the same configuration, the N value 
from 1000 to 100000. The experimental results shown in Figure1, the SALPA algo-
rithm is superior to COPRA and CFinder, the efficiency of the overall implementation 
of the two algorithms. 

4.3.2   Test the Validity of the Algorithm 
To further verify the effectiveness of the algorithm, some experiments were carried 
out in two artificial network respectively, after 50 independent replicate experiments, 
mean values of NMI. The experimental results as shown in Table 1. 
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Table 1. SALPA algorithm implemented in the artificial network results 

networks Max NMI AVG NMI 
LG 1 0.9871 
LC 1 0.9705 

4.3.3   Comparison of Algorithm Implementation Results 
During the experiment, we firstly selects three real networks to compared with 
COPRA algorithm. Parameter V and its results are the selection of the optimal results 
in COPRA algorithm. The comparison results are shown in Table 2, the community 
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structure of module SALPA algorithm to get the optimal ratio of COPRA algorithm to 
get the results of higher. 

Table 2. The results of COPRA and SALPA executed in real networks 

networks COPRA SALPA
 Best parameters Qov Qov

Zachary 3 0.44 0.72
Dolphins 4 0.705 0.74
PGP 11 0.7943 0.8014

5 Conclusion 

In order to overcome the shortcomings of traditional label propagation algorithm, we 
propose a new stable community discovery method based on label propagation, with-
out increasing the complexity of the algorithm, and the stability is enhanced. In the 
label propagation process, considering characteristics of neighbor nodes. Future work 
is extended to social network data with temporal relations, thus mining the user’s 
behavior in the community, further discover the time behavior characteristics of users. 
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Abstract. Questions in Community question answering (CQA) consisting of 
some labeled questions and numerous unlabeled questions are so complex and ir-
regular. Therefore, question classification in CQA has become the re-
search hotspot in recent years. In this paper, we propose to classify the questions 
in CQA through the label propagation algorithm (LPA) based on the concept of 
graph, where nodes represent the labeled and unlabeled sample questions and 
edges represent the distance between the sample questions, through the node label 
propagation to realize question classification. Experiments on corpuses from 
“Baidu Knows”, the accuracy in question classification through the LPA is not  
only higher than that through the KNN algorithm and SVM algorithm that have 
applied the labeled samples, but also higher than that through the SVM-based 
Bootstrapping algorithm that has utilized the labeled and unlabeled samples. 

Keywords: Community question answering (CQA) · Question 
classification · Graph-based · Label propagation 

1 Introduction 

With the advent of Web2.0 era, numerous novel service modes based on web2.0 have 
merged on internet, such as forums, CQA [1] and SNS (social networking services). 
The traditional SE (search engine) utilizes keyword matching to return numerous web 
pages for the users to make a choice, which has also brought great convenience to the 
users. However as an open and interactive network platform, CQA is able to utilize 
the collective intelligence of web users to provide direct answers to the questions 
through user participation. In recent years, the mainstream CQA systems such as 
“Baidu Knows” and “Yahoo! Answers” have been developed quickly [2], where mass 
ask-answer data have been accumulated when people participate in the interaction and 
communication on CQA platform. At present, question classification on “Baidu 
Knows” has been involved with 23 major fields, including computer/network and 
life/fashion etc. to make question classification become one of the important parts to 
constitute the CQA system. 

However, questions in CQA are rather complex and the classification hierarchy is 
not so apparent, then if question classification is conducted based on the concept of 
hierarchical classification proposed by Li et al. [3][4], the result might not be so fa-
vorable. Zhang et al. [5] proposed to classify the questions through the supervised 
learning method according to the n-gram features on the surface layer. Actually 
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there’s abundant ask-answer data in a CQA system, where most of the data is unla-
beled. Therefore it becomes necessary to label all of the questions if questions are 
classified according to the supervised learning method. But it will cost lots of human 
and material resources. On account of this, it’s advisable to take full use of those un-
labeled questions during the question classification in CQA. 

Currently, great progress has been made in question classification through the 
semi-supervised learning method [6], such as the self-training, Co-training and graph-
based methods. The Tri-Training algorithm and Co-forest algorithm proposed by 
Zhou et al. [7][8] determine the labels on the unlabeled instances through the integra-
tion approach, while the SVM-based Bootstrapping algorithm proposed by Zhang et 
al. [9] utilizes the circular classification method to classify those unlabeled instances. 
It’s a common point that all of the above algorithms are able to classify the labeled 
unlabeled samples into the labeled samples. But it’s also a deficiency that all of them 
can just utilize the unlabeled samples locally without the consideration of the relev-
ance and similarity between the unlabeled samples, and they cannot utilize fully the 
unlabeled samples from an overall perspective.  

Hence this paper proposes a graph-based semi-supervised learning algorithm, 
which is also called as label propagation algorithm (LPA) [10]. First, extract the high-
frequency words as the classification feature and acquire the eigenvector for question 
classification by words similarity algorithm based on Tongyici Cilin [11]. Then utilize 
the eigenvector of the question to compute the similarity between the questions. Final-
ly classify the questions according to the LPA. 

The second section in this paper introduces the feature extraction of questions in 
CQA, the third section introduces the question classification through the LPA, and the 
fourth section describes the experiment on the question classification in the life field 
on “Baidu Knows” and the comparative analysis on the result. The fifth section is the 
conclusion about our research. 

2 Feature Extraction of Questions in CQA 

Feature extraction is one of the critical processes in question classification. We 
choose bag of words as the feature to avoid the problem of severe data sparseness 
since there’re numerous words in a text. However due to the fact that there’re only a 
few words contained in a question, severe data sparseness would occur when bag of 
words is chosen as the feature. For this reason, it’s necessary to solve the problem 
about data sparseness.  

In this paper, feature space is constructed through the selection of some high-
frequency words from multiple classifications. However since there’re only a few 
words contained in a question and very few feature dimensions can be found in the 
feature space of a question, then it happens constantly that the characteristic value of 
the feature dimension is 0 for a feature vector in the feature space. This is actually the 
problem of data sparseness described as above. In order to solve this problem, this 
paper adopts words similarity algorithm based on Tongyici Cilin to compute the cha-
racteristic value of a question among the corresponding feature vectors. It turns out 
that this method is able to solve the problem of data sparseness efficiently.  
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However how to obtain the corresponding feature vector for every question? First, 
segment the words in a question and remove the stop words. Then match the seg-
mented words in a question with the preset high-frequency words in terms of the simi-
larity according to the words similarity algorithm based on Tongyici Cilin that is the 
“HIT-CIR Tongyici Cilin (Extended)”. Since a word might have several meanings, 
then it might contain multiple semantic items. And word similarity is obtained by 
choosing the maximum similarity from multiple sense similarities. However when 
two semantic items are not in the same tree, the sense similarity can be computed 
according to Formula (1),  

 ( , )  .Sim A B f=  (1) 

When two semantic items are in the same tree, the sense similarity can be com-
puted according to Formula (2) 

 
1

( , ) cos(n ) ( ) .
180x

n k
Sim A B X

n

π − += ⋅ ⋅ ⋅  (2) 

Where X represents a, b, c and d, Sima(A,B) is the computational formula for the 
second tier of branch, Simb(A,B) is the computational formula for the third tier of 
branch, Simc(A,B) is the computational formula for the fourth tier of branch and 
Simd(A,B) is the computational formula for the fifth tier of branch, n is the total num-
ber of the nodes in the layer of branches and k is the distance between two branches. 
Through artificial evaluation, the initial value for the number of layers can be set as 
a=0.65, b=0.8, c=0.9, d=0.96, e=0.5 and f=0.1. 

Through the computation on the word similarity, the characteristic value of a ques-
tion among the corresponding feature vectors can be obtained.  

3 Question Classification in CQA Based on LPA 

3.1 Establishment of LPA-Based Graph Model 

Generally, all of the graph-based learning methods are established based on such a 
hypothesis that if two nodes are characterized with the same features, they tend to be 
classified into the same category. However the hypothesis for question classification 
is that: if the feature vector between two questions is similar, then they tend to be 
grouped into the same category. It reveals that the hypothesis for question classifica-
tion coincides with that for the graph-based learning method. Hence we would utilize 
graph to construction a question classification model and then use massive unlabeled 
data for semi-supervised learning.  

Assume that (x1,y1)…(xl,yl) is the labeled data, YL={y1…yl}∈C is the classification 
label and C is the set of classification for those labeled data. Also assume that 
(x1+1,y1+1)…(xl+u,yl+u) is the unlabeled data, YU={yl+1…yl+u} is unknown and the data 
set X={x1…xl+u}∈T, where T is the set of feature vectors for a question. Then our 
purpose is to forecast YU, the category of the unlabeled data according to X and YL. 
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In order to integrate efficiently the information about the aforesaid labeled sample 
data and the unlabeled sample data in the learning process, our model defines a com-
plete graph, G=(V,E), where V, the set of nodes represents the various labeled samples 
and unlabeled samples in the dataset, while E, the edge to connect two random nodes, xi 
and xj can be computed according to Formula (3) to figure out the weight. 
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Where dij represents the Euclidean distance between two random nodes and the 
weight, Wij is subject to the parameter σ. In this paper, the value of the parameter σ is 
set to be 0.99. 

As described above, we build a graph-based learning model. 

3.2 Label Propagation Algorithm 

After the graph strategy-based question classification model has been constructed, the 
nodes will contain both of the labeled samples and the unlabeled samples. However 
how to select an algorithm to transfer the tag information contained in the labeled 
sample data on the whole graph has played a critical role. Many researchers have 
proposed to dig the potential cluster structure information implied in the data through 
this graph-based semi-supervised machine learning algorithm to achieve 
the global consistency during the transfer of label information.    

During the graph-based question classification in CQA, every node label will be 
transferred circularly to the nearby nodes through the weighted edges until global 
stability is achieved finally to forecast the label information for those unlabeled sam-
ples based on the LPA [1]. In this process of label propagation, the label of the la-
beled samples will remain unchanged. Then the greater the weight of the edge be-
tween the nodes is, the more easily the label information will be transferred between 
the nodes. Therefore the more similar the sample nodes are, the more likely that the 
nodes will have the same label.   

In order to measure the possibility that a node label can be propagated to the other 
nodes through the edge, it’s necessary to define a (l+u) × (l+u) probability transfer 
matrix, T according to Formula (4).  
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Where Tij is the probability of the transmission from Node xj to Node xi.  
Also it’s necessary to define a (l+u) × C label matrix of Y, where yij is the possibili-

ty that Node yi should be allocated with Label xj.  
The specific steps for the application of LPA are provided as below: 
Input: One piece of labeled data, u pieces of unlabeled data and Classification C. 
Output: u classifications of unlabeled data. 
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a) Initialization: utilize Formula (3) to compute the edge weight matrix Wij so as to 
get the similarity between data. 

b) Obtain Wij according to Step a) and then utilize Formula (4) to compute the proba-
bility of transmission from Node xj to Node xi.  

c) Define a (l+u)× C label matrix, Y. 
d) Compute the probability value for the label transferred from the surrounding nodes 

to this node according to the transmission probability and then update 
the probability distribution of the label matrix, Y.  

e) Set a limitation on the labeled data and repeat the operation of Step d) to update 
continuously the label matrix, Y until there’s a convergence. 

4 Experiment and Result Analysis 

The experimental data is involved with totally 7000 instances about the questions in 
the field of life on “Baidu Knows”. All of these instances that are manually labeled 
have been classified into 14 sub-classes under five major categories. The specific 
classification is shown in Table 1.  

Table 1. Question classification system in the field of life on “Baidu Know” 

Categorie Subcategorie 

Gourmet Cooking Cooking Methods, The Hotel Restaurant, Alcohol-
ic Drinks, Kitchenware 

Beauty Sculpting Makeup, Hair Care, Skincare, Skin Whitening, 
Medicated Acne, Body Shaping 

Household Appliances Household Appliances 
Buy Car And Keep Car Car Buying, Car Care 
Parenting Parenting 

 
In the following experiments, we performed the sampling for 20 times on a group 

of data sets, which consist of two categories. The test set accounts for 10% of the 
whole dataset and the training set takes up 90% of the dataset. Finally we take  
the average value of the 20 results as the final result. In order to compare the classifi-
cation effect through the supervised learning algorithm and the LPA,  
the training set is grouped into L, the labeled instance set and U, the unlabeled in-
stance set according to the different proportions of the unlabeled instances. Through 
the supervised learning method, test can be conducted after the training of the labeled 
instance set, L alone. However through the graph-based semi-supervised learning 
method, test won’t be conducted unless both of the labeled instance set L and the 
unlabeled instance set U are used in the training.  

4.1 Comparison of Question with Different Unlabeled Proportions  

The proportion of the unlabeled instances in the training set may influence the classi-
fication effect. In this experiment, four groups of data are adopted with each group 
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consisting of two categories. The proportion of the unlabeled instances in each group 
of data is separately 20%, 40%, 60% and 80%. The detail information about these 
four groups of data is shown in Table 2. 

Table 2. Experimental dataset for question with different unlabeled proportions 

Data set 
Feature 

dimension 
Unlabeled 
proportion 

Labeled 
data 

Unlabeled 
data 

Test 
data 

Data1 

500 

80% 180 720 100 

Data2 60% 360 540 100 

Data3 40% 540 360 100 

Data4 20% 720 180 100 

 
The benchmark algorithms used in this experiment are the supervised learning-

based KNN algorithm and the SVM algorithm, which have also been compared with 
the LPA in this paper. Table 3 gives the classification accuracy through different al-
gorithms with different proportions of the unlabeled instances.  

Table 3. Experimental result about different unlabeled proportions 

Data set 
Unlabeled 
proportion 

KNN SVM LP 

Data1 80% 79.6 69.9 83.4 

Data2 60% 82.3 82.2 85.2 

Data3 40% 83.3 81.9 85.7 

Data4 20% 84.2 83.3 86.1 

 
The experimental results in Table 3 reveal that with the decrease in the proportion 

of the unlabeled instances in the training set, the classification accuracy through 
KNN, SVM and LP has been improved as well due to the increase in the data size in 
L to acquire the initial model for more adequate training. In the case that there’re 
different proportions of unlabeled instances, the classification accuracy through LP is 
higher than that through the KNN and even through the SVM. All of these prove that 
the question classification model established based on the labeled training instances 
will improve more efficiently the classification accuracy when the unlabeled instances 
are introduced into the training set. In this experiment, LPA, which has utilized the 
training classification model containing both of the labeled and unlabeled instances, 
performs better in the classification effect than the KNN algorithm and SVM algo-
rithm that has adopted such a training classification model, where only labeled in-
stances are contained. 
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4.2 Comparison of LPA with SVM-Based Bootstrapping Algorithm  

In order to verify the influence of the relevance and similarity between the unlabeled 
instances on the classification result, this paper adopts the same four datasets in the 
previous experiment to compare the LPA with the SVM-based Bootstrapping algo-
rithm. Table 4 shows the classification accuracy through the LPA and the SVM-based 
Bootstrapping algorithm in the case that the proportion of the unlabeled instances is 
different.  

Table 4. Experimental result about LP and SVM-based Bootstapping 

Data set 
Unlabeled 
proportion 

Bootstapping LP 

Data1 80% 80.9 83.4 

Data2 60% 82.5 85.2 

Data3 40% 84.3 85.7 

Data4 20% 84.9 86.1 

 
Table 4 reveals that with the decrease in the proportion of the unlabeled instances 

in the training set, that’s to say, the increase in the data size of the labeled instances 
and the decrease in the data size of the unlabeled instances in the training set, LPA 
performs better in the classification accuracy than the SVM-based Bootstrapping 
algorithm. It proves that the classification accuracy will be improved more effectively 
when the relevance and similarity between the unlabeled instances are taken into ac-
count in a training question classification model. In this experiment, since LPA is able 
to take the relevance and similarity between the unlabeled instances into account, it’s 
superior to the SVM-based Bootstrapping algorithm that doesn’t take the relevance 
and similarity between the unlabeled instances into account from the perspective of 
the classification effect. 

5 Conclusion 

In this big CQA platform, user interaction has occurred increasingly frequently, more 
and more questions with more and more types have been raised by the users. If the 
supervised learning method is adopted, the effect becomes increasingly unfavorable 
when questions have been classified in such a training classification model that con-
tains only the labeled samples. Currently since it’s an easy work to collect numerous 
unlabeled samples, the semi-supervised learning method that can utilize the training 
classification model containing a few labeled samples and numerous unlabeled sam-
ples to classify questions has been the research focus. In this paper, questions have 
been classified through the graph-based LPA, which can not only utilize the unlabeled 
samples, but also consider the relevance and similarity between the unlabeled in-
stances to achieve such a training model based on the concept of global consistency to 
realize question classification.  
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Abstract. In the traditional task of question classification, a mass of  
labeled questions are required. However, it’s very hard to obtain many labeled 
questions in the real world. Meanwhile, it is very easy to obtain vast unlabeled 
question samples. Therefore, how to utilize these unlabeled samples to improve 
the question classification accuracy has been the core question of the question 
classification. In this paper, a semi-supervised question classification method 
based on ensemble learning, semi-Bagging, is proposed. The method utilizes  
a handful of labeled question samples to train the classifier. And then the clas-
sifier use a large number of unlabeled question samples which have pseudo  
labels to train again. Finally, during the experiments on question samples of  
15 classes extracted from the community question answering system, the  
method could effectively utilize a large number of unlabeled question samples 
and a few of labeled question samples to improve the question classification  
accuracy. 

Keywords: Ensemble semi-supervised · Semi-supervised learning · Question 
classification · Semantic extension 

1 Introduction 

CQA (Community Question Answering) is an emerging model of knowledge sharing, 
it has the characteristics of interactivity and openness [1]. To the questions of differ-
ent classes, it has different quality of the answers and different degree of active of 
users [2]. Therefore, in a CQA, the question classification plays an important role, and 
classification accuracy directly affects the quality of the CQA. Question classification 
is roughly divided into two, one is rule-based and the other is statistical-based. The 
rule-based classification algorithm is simple and its classification accuracy is high, 
however, it needs human being to built rule base which is toilsome and not agile [3]. 
Therefore, the statistical-based method takes hold. Xin Li [4] put forward the idea of 
hierarchical classification and uses SNoW [11] classifier to classify 6 big classes and 
50 small classes, and the classification accuracy is 91% and 84.2% respectively. 
However, the above question classification methods are supervised learning classifi-
cations which need a large number of labeled question samples; however, it is time-
consuming and resource-consuming. Meanwhile, it is very relaxed to achieve a mass 
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of unlabeled question samples. Therefore, the semi-supervised question classification 
algorithms which utilize a few of labeled question samples and a large number of 
unlabeled question samples have becoming the problems needed to be study. 

There have been a lot of semi-supervised learning classification methods in  
machine learning field. Co-training put forward by Blum and Mitchell [5] uses two 
classifiers, it trains two classifiers and each one expands training space for another in 
semi-supervised process. Zhou proposed Tri-training [6] which uses three classifiers, 
and after trains three classifiers use two of them to expand training space for the third 
classifier in the semi-supervised process. Zhou also put forward Co-forest [7] algo-
rithm, the method is a ensemble semi-supervised classification algorithm, which uti-
lizes 6 classifiers and adopts majority voting mechanism to expand training space of 
every classifier. 

In this pager, a semi-supervised question classification algorithm Semi-Bagging is 
proposed which uses Bagging [8] to combine classifiers. To train Bagging firstly, then 
it expands training space for itself. In semi-supervised process, data editing technolo-
gy based on KNN is adopted, accordingly reduce the error markers in the expanded 
training set so that to improve the accuracy of classification. During the experiments 
on 15 classes, the semi-supervised question classification method Semi-Bagging can 
effectively use a large number of unlabeled question samples to improve question 
classification performance. 

The rest of this paper is organized as follows. Section 2 presents feature extraction 
methods of Chinese question; Section 3 presents the semi-supervised question classi-
fication method Semi-Bagging based on ensemble; Section 4 reports the question 
classification experiments of 15 classes on life with analysis and contrast. 

2 Chinese Question Feature Extraction 

This paper selects word bag as the question classification feature model, in order to 
achieve the feature vector of every question, to make word segmentation for every 
question, then use TFIDF to proceed feature extraction. However, there is difference 
between question classification and general text classification, a question only can 
separate about ten words even less. So, there are many 0 in the feature space, i.e. 
sparse matrix. In order to solve the problem of sparse matrix, this paper introduces 
word semantic extension calculation method based on Tongyici Cilin [12] proposed 
by Liu and Wang [10].  

Word semantic extension consists of the word similarity and the word relevance. 
At first proceed word similarity calculation, adopt word similarity calculation algo-
rithm based on encoding distance in dictionary. Word similarity calculation as shown 
in formula (1) 

                        (1) 1 2
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Where the Sim(w1,w2) is semantic similarity(0<Sim<1); d is a coefficient, it’s up to 
the branch layer of the corresponding code of two words; n is the number of panel 
point in branch layer; k is the distance of two branch point. 

Then to proceed word semantic relevance calculation, utilizing semantic relation-
ships and statistical methods between two words of Tongyici Cilin [12] to calculate 
relevance. Word similarity calculation as shown in formula (2) 

                             (2) 

Where count(w1,w2) is the number of occurrences of w1and w2 at the same time, 
count(w1) and count(w2) is the number of occurrences of w1and w2 individually, 
min(count(w1), count(w2)) is the minimum value of individual occurrences of w1  

and w2. 

3 Semi-supervised Question Classification Based on Ensemble 
Learning 

The main idea is that, given a weak classifier and a training set L, let the classifier 
train several round, the training set Li of every round consist of n training samples 
which are randomly selected from L, and the initial training sample could appear 
many times also can not appear in the training set of some one round. Achieving a 
estimate algorithm list h1,...,hm after training, the final estimate algorithm H adopts the 
majority of the voting mechanism to classify [8]. 

In this paper, an ensemble semi-supervised classification method Semi-Bagging 
based on Bagging is used to classify questions. Let U denote the unlabeled question 
sample set, and L denote the labeled question sample set. Combining classifiers by 
Bagging technology, an ensemble classifier is obtained. The ensemble classifier is 
initially trained uses the labeled question samples L, afterwards the classifier label 
every sample of unlabeled question samples U, i.e. give them pseudo label, then a 
new training set L’ is obtained by combining the new labeled samples and L. Finally, 
Bagging re-train with the training set L’ that a new classifier Semi-Bagging is pro-
duced. 

However, in the process of Bagging labeled the unlabeled samples, there may be 
many error labels. In order to avoid the case that error pseudo labels affect classifica-
tion result, a simple data editing technology is adopted. The technology wipe off some 
error pseudo labels to guarantee that classification result less or not be affected by 
error labels. The data editing technology based on KNN which uses KNN to structure 
simple classifier. Only just the estimate h1 of Bagging is equal to the estimate h2 of 
KNN allow Bagging to label the corresponding unlabeled sample in the semi-
supervised process. Otherwise, Bagging cannot label the unlabeled sample and don’t 
add the unlabeled sample to L.  

The pseudo-code of Semi-Bagging is presented in table1. The function buildclas-
sifier(L) is used to generate classifier. The classifiers of Bagging and KNN are  

1 2

1 2
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combined to expand the training set L after they are generated. Then the new classifier 
Semi-Bagging is generated utilize expanded data set L and function buildclassifier(L). 

Table 1. Pseudo-code describing the semi-Bagging algorithm 

Algorithm: Semi-Bagging 
Input: the labeled set L, the unlabeled set U 

Process: Bagging  Bagging.buildclassifier(L) 
Knn  Knn.buildclassifier(L) 
for every x  U do 
   if h1(x) = h2(x) 
   then L  L {x, h1(x)} 
end of for 
Semi-Bagging  Bagging.buildclassifier(L) 

        Output: h(x)   

4 Experiments and Result Analysis 

4.1 Experiment Data  

The data is Chinese question about life, there are 12000 samples labeled by human 
including 15 classes. The detailed information of the two sets of data is shown as 
table2. 

The experiment divide 12000 questions into testing set T1 and training set T2 ac-
cording to the proportion by 10-folds cross validation, the ratio of T1 is 10% and ratio 
of T2 is 90%, i.e. the 1200 of 12000 questions is the testing set and the rest is training 
set. The T2 is divided into labeled sample set L and unlabeled sample set U in order to 
compare the effect of supervised learning and semi-supervised learning, for example, 
10% of T2 is the semi-supervised sample set and the rest of T2 is the supervised sam-
ple set. The experiment deal with 100 times like this, then calculate the average of the 
100 times. 

Table 2. The experiment data set of different feature extraction method 

Data 
Set 

The Num-
ber of 

Train Data 

The Number 
of Test Data The Classes of Data Set 

12000 10800 1200 

costume jewelry, facial toning, gourmet cook-
ing, buying a property, furniture decoration, 
home appliance, health, car-buying subsidy, 
transportation, shopping, life common sense, 
marriage, named fortunetelling, etiquette and 
parenting etc. 

∈

∪
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∈
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4.2 Feature Extraction Methods 

The different feature extraction methods have different effects on machine learning. 
In this paper, a lexical semantic extension method based on Tongyici Cilin is used to 
extract feature, the TFIDF is also adopted to compare in order to validate the effect of 
the method in Chinese question classification. And the feature vector structure feature 
space of 200 dimension. 

In this experiment, two sets of data including 15 classes, D1 and D2, are used. The 
two sets of data divide T2 into unlabeled sample set U and labeled sample set L ac-
cording to the ratio. The value of radio of U is 90% and the value of radio of L  
is 10%. The detailed information of the two sets of data is shown as table3. 

Table 3. The experiment data set of different feature extraction method 

Data 
Set 

Feature Extraction 
Method 

Unla-
beled 
Data 
Set 

The Number 
of Labeled 

Data 

The Number 
of UnLabeled 

Data 

The Num-
ber of Test 

Data 

D1 TFIDF 
90% 1080 9720 1200 

D2 Semantic Extension 
 

In order to compare to the effect of different feature extraction methods in the 
question classification, the supervised learning and the semi-supervised learning 
adopt same classifier J48. Supervised learning adopts a single classifier and ensemble 
classifier based on Bagging and semi-supervised learning adopts ensemble semi-
supervised classifier based on Bagging. The classification accuracy of the classifier is 
shown as the table4. The number of classifiers of ensemble supervised learning and 
the ensemble semi-supervised learning is 3 and supervised learning training only in 
the labeled sample set L. 

Table 4. Different semantic extension method by J48 classifier 

Data 
Set 

Feature Extraction 
Method 

Supervised Learning 
Semi-Supervised Learn-

ing 
J48 Bagging Semi-Bagging 

D1 TFIDF 41.42% 43.21% 43.01% 
D2 Semantic Extension 78.01% 80.85% 81.91% 

 
The information of table4 shows that, the classification accuracy of supervised 

learning and semi-supervised learning are lower if TFIDF is adopted to extract fea-
ture. On the contrary, the classification accuracies of supervised learning and semi-
supervised learning are higher. 

And the feature extraction method only just utilize high-frequency words can’t 
achieve ideal classification effect. And it hardly effectively uses unlabeled data. The 
feature extraction method semantic extension achieves better effect, which states that 
the feature extraction method is helpful to improve accuracy of question classification 
in the very great degree. 
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4.3 Compare to Semi-bagging and Bagging 

In order to verity the effect of semi-supervised learning classification algorithm, dif-
ferent radios of unlabeled data are adopted, then compare to the ensemble supervised 
learning method Bagging. 

6 sets of data are used in this experiment, including 15 classes. They are D1, D2, 
D3, D4, D5 and D6. These 6 sets of data by the different radios of T2 contain 10800 
questions. And the feature vector structure feature space of 200 dimension. Their 
feature extraction methods are TFIDF and semantic extension. The detailed informa-
tion of the 6 sets of data is shown as table5. 

Table 5. The experiment data of Semi-Bagging and Bagging 

Data 
Set 

Feature Extraction 
Method 

UnLabeled 
Radio 

Labeled 
Data 

UnLabeled 
Data 

Test 
Data 

D1 TFIDF 
95% 540 10260 1200 

D2 Semantic Extension 
D3 TFIDF 

90% 1080 9720 1200 
D4 Semantic Extension 
D5 TFIDF 

80% 2160 8640 1200 
D6 Semantic Extension 

 
The classifier J48graft and J48 are used in this experiment, and the number of  

ensemble is 3. The classification result of Semi-Bagging and Bagging is shown as 
table6. 

Table 6. The classification accuracy of Semi-Bagging and Bagging 

Unla-
beled 
Radio 

Classifier 
TFIDF Semantic Extension 

Bagging Semi-Bagging Bagging 
Semi-

Bagging 

95% 
J48graft 42.15% 41.93% 77.17% 78.33% 

J48 41.67% 41.50% 77.70% 79.22% 

90% 
J48graft 43.52% 43.37% 80.39% 81.14% 

J48 43.21% 43.01% 80.85% 81.91% 

80% 
J48graft 44.26% 44.26% 82.62% 82.96% 

J48 44.15% 43.92% 83.05% 83.54% 

 

Can be seen from table6, if feature extraction method TFIDF is used, the classifica-
tion accuracy of semi-supervised learning method Semi-Bagging is slightly higher 
than supervised learning method Bagging’s, and lower sometimes. However, the clas-
sification accuracy of semi-supervised learning method Semi-Bagging is much higher 
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than supervised learning method Bagging’s based on the feature extraction method 
semantic extension.  

Furthermore, if the two classifiers are used the classification accuracies of  
semi-supervised learning method Semi-Bagging are higher than supervised learning 
method Bagging’s based on the feature extraction method semantic extension. For 
example, the classification accuracy of ensemble semi-supervised method is higher 
1.52% than the ensemble supervised method which combines 3 J48 classifiers, during 
the case that the radio of unlabeled examples is 95%. Table6 also shows that different 
radios of unlabeled examples generate different results. The higher the radio of unla-
beled examples is, the greater the classification accuracy of Bagging and the worse 
the effect of semi-supervised learning based on the feature extraction method seman-
tic extension will be.  

Therefore, this experiment verifies that the feature extraction method is effective 
and the ensemble semi-supervised classification algorithm based on Bagging is an 
efficient method in the case of different classifiers and different radios of unlabeled 
samples. 

5 Conclusion 

In a CQA, question classification is the core component. The experiment verify that 
the semi-supervised classification algorithm based on ensemble can combine a few of 
labeled question samples and vast unlabeled question samples to perfect the classifi-
cation performance. 
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Abstract. Community structure is one of the most significant properties of 
complex networks and is a foundational concept in exploring and analyzing 
networks. Researchers have concentrated partially on the topology information 
for community detection before, ignoring the prior information of the complex 
networks. However, background information can be obtained from the domain 
knowledge in many applications in advance. Especially, the labels of some 
nodes are already known, which indicates that a point exactly belongs to a spe-
cific category or does not belong to a certain one. Then, how to encode these 
individual labels into community detection becomes a challenging and interest-
ing problem. In this paper, we present a semi-supervised framework based on 
non-negative matrix factorization, which can effectively incorporate the indi-
vidual labels into the process of community detection. Promising experimental 
results on synthetic and real networks are provided to improve the accuracy of 
community detection. 

Keywords: Community detection · Semi-supervised framework · Non-negative 
Matrix Factorization (NMF) · Individual label 

1 Introduction 

Many systems take the form of networks, such as social and biological networks. An 
important property of the network is community structure which is first proposed by 
Girvan and Newman [1]. Community is a subgraph in which the vertices are more 
tightly connected with each other than with the vertices outside the subgraphs [2]. The 
nodes in the same community have similar features. Detecting the community can 
help us understand and analyze the network more deeply. 

In the past few years, a large number of methods have been proposed to detect 
communities in the complex networks, including GN algorithm proposed by Girvan 
and Newman [3], modularity-based methods [4], stochastic blockmodels [5] and so 
on. Most of these approaches only take the topology information into consideration, 
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little considering the background information. However, in the real world, some prior 
information can be learned from the network, which should be useful for us to identi-
fy the community structure. 

Recently, many semi-supervised community detection algorithms have been  
proposed [6]-[9]. Ma el al proposed a semi-supervised method based on symmetric 
non-negative matrix, which incorporates the pairwise constraints into the adjacency 
matrix for finding the community structure [6]. A semi-supervised method based on 
the spin-glass model from statistical physics can integrate the prior information in 
forms of individual labels and pairwise constrains into community detection proposed 
by Eaton and Mansbach [7].Zhang [8] studied a semi-supervised learning framework 
which encodes pairwise constraints by modifying the adjacency matrix of network, 
which can also be regarded as de-noising the consensus matrix of community struc-
tures. Later, Zhang [9] added a logical inference step to utilize the must-link and can-
not-link constraints fully. These algorithms use the prior information by transferring 
and modifying the adjacency matrix directly. After reconstructing the adjacency ma-
trix, the semi-supervised problem is transformed into an unsupervised one [10].  

Will the important nodes in the priors affect the result of community detection? We 
first extract the individual labels randomly, and later select the nodes in prior informa-
tion concerning its importance. The centrality of nodes in networks can be assessed 
by degree, betweenness, closeness, eigenvector and so on [11-12]. 

In this paper, we propose a semi-supervised framework for community detection 
based on the NMF. One contribution of our framework is that it constructs a matrix 
by the positive and negative labels to more fully utilize the prior information. Another 
contribution is that we research the effect of important nodes in the priors on the 
community detection. This framework is applied to the artificial and real networks. 
The experimental results show that the framework can significantly improve the de-
tection performance. 

The remainder of this paper is organized as follows. Section 2 includes the review 
of basic problem formulation and notations used in our framework. In Section 3, we 
describe our semi-supervised community detection framework in detail. Experimental 
results on artificial and real-world networks are given in Section 4. Finally, a conclu-
sion is presented in Section 5. 

2 Problem Formulation and Notations 

We first give the notation of network which will be used throughout the paper.  
A network can be modeled as a graph G= (V, E), where V is the node set and E is the 
edge set. The network structure is defined by a NൈN adjacency matrix A. N is the 
number of nodes. If there is an edge between node i and j, we set the element ܣ   
to 1, otherwise to 0. We assume G is an undirected and unweighted graph. Self-
connections are not allowed.  

NMF was first introduced by Lee and Seung as a method for study the substructure 
of data matrix [13]. It was defined as the factorization of a non-negative matrix A into 
the multiplication of two other non-negative matrices U and V, where A is a NൈN 
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matrix, U and V are NൈK matrices, where K is the target number of communities to 
be detected in the network. In other words, NMF was aimed at mining the Euclidian 
distance between A and ்ܷܸ . The community structure can be inferred from  ܸ :  
node i belongs to the community k if ܸ is the largest element in the i-th row. We 
use the next objective (loss) function to quantify the quality of the factorization result. 
This function is based on the square loss function [14], which is equivalent to the 
square of the Frobenius norm of the difference between two matrices and is presented 
as follows. 

,ܣ൫ܧܵܮܮ  ܷܸܶ൯ ൌ ܣ|| െ 2ܨ||ܸܷܶ   .                             (1) 

Lee and Seung [15] presented iterative updating algorithms to minimize to the ob-
jective function ܮௌா as follows. 

 ሺܷሻ݆݅ ึ ሺܷሻ݆݅ ሺܸܣሻ݆݅൫ܷܸܶ൯݆݅ , ሺܸሻ݆݅ ึ ሺܸሻ݆݅ ൫ܷܶܣ൯݆݅൫ܸܷܷܶ൯݆݅ .                        (2)  

The prior information contains individual labels and pairwise constraints and we 
use the former one in this paper. There are positive and negative labels in the individ-
ual labels. If a node does belong to a community, we call this positive label (PL), 
while if a node does not belong to a community, we regard it as the negative label 
(NL). The matrix O of size N×K is constructed from the background information, 
where N is the number of nodes and K is the target number of communities in the 
complex network. For any node i, we define i-th row of O as follows.  

1. If node i has the PL, and i belongs to the j-th community, then 

ܱ ൌ ൜1, ݂݅ ݇ ൌ ݆0, ݂݅ ݇ ് ݆ , for k=1, 2,…K.                            (3) 

2. If node i has the NL, and i does not belongs to the j-th community , then 

ܱ ൌ ቊ 0, ݂݅ ݇ ൌ ݆ଵିଵ , ݂݅ ݇ ് ݆ , for k=1, 2,…K.                          (4) 

3. If node i has no priors, then 

ܱ ൌ ଵ , for k=1, 2,…K.                                  (5) 

In this paper, we use the normalized mutual information (NMI) to evaluate the per-
formance of our framework on detecting the community structure [16]. This value can 
be formulated as follows. In Eq.6, R is the real community result and B is the found 
community result. In general, the larger the value of NMI, the better the partition of 
the network will be. 

 NMIሺR, Bሻ ൌ ିଶ ∑ ∑ ேೕಳೕసభೃసభ ୪୭ቆ ೀಿಿ.ಿ.ೕቇ∑ ே. ୪୭ቀಿ.ಿ ቁೃసభ ା∑ ே.ೕ ୪୭൬ಿ.ೕಿ൰ಳೕసభ  .                      (6) 
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3 The Semi-supervised Community Detection Framework 
Based on NMF Using Individual Label 

In this section, based on the individual labels discussed above, we first present the 
semi-supervised community detection framework which incorporates the prior infor-
mation into the NMF objective function. Then we will see how the important nodes in 
prior information affect the result of community detection.  

3.1 Description of Our Framework Based on NMF with Individual Labels 

In this section, we propose the semi-supervised framework based on NMF which can 
make use of the individual labels to improve the performance of community detec-
tion. NMF can factorize a non-negative matrix A into the multiplication of two other 
non-negative matrices U and V, where A is an N×N matrix, both U and V are N×K 
matrices. We can infer the community structure in the network from V. In the i-th 
row, it is easy to known, if ܸ  is the largest element, then node i belongs to the 
community k. If we have known that node i belongs to the community k, then we can 
enhance the value of  ܸ, however, if that node i does not belong to the community k, 
then the value of V୧୩ will be punished.  

To use the individual labels to improve the result, we denote the new representa-
tion of V where the matrix O summarized from the individual labels are used as a 
multiplication factor in Eq.7. In this paper, the sign of operation ۪ indicates the dot 
product. 

 dሺO, Vሻ ൌ O۪V .                                   (7) 

For NMF there is an interesting fact that the estimates are always scale invariant. 

For example, we add a multiplication factor c to U and the other factor 
ଵ to V to get 

different U and V. The product ்ܷܸ will not change. Although there is no explicit 
control for NMF, standard NMF tends to estimate sparse components. The factorized 
matrices are obtained through minimizing an objective function defined in Eq.8. 

 minܷ0,ܸ0 ܣ|| െ ܷܸܶ||2  ݏߣ  ∑ ൌ1ܭ1݇||ܸ݇||  .                   (8) 

In the formula (5), the parameter ߣ௦  0.Adding penalties to NMF is a common 
strategy since they not only improve the interpretability, but also improve numerical 
stability of the estimation by making the NMF optimization less under constrained. 
The assessment algorithm for the penalized NMF is studied in many papers. The main 
iteration rule in our work is presented as follows. And the parameter ë௦ is set to 1 in 
the experiments. 
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The algorithm of Sparse NMF with individual labels is described. 

program Inflation 
  const ߣ௦ ൌ 1; 
  begin 
   construct O; 
    initialize {U, V}, positive random matrices; 
    repeat 

      set ሺܷሻ ՚ ሺܷሻ ሺሻೕሺሻೕ; 
      set ሺܸሻ ՚ ሺܸሻ ሺሻೕሺሻೕାఒೞ; 
      V=O۪V; 
      normalization of U,V; 
    until convergence 
end 

3.2 The Evaluation of the Important Nodes 

In the research of the social network, many methods have such a hypothesis, namely the 
importance of node is equivalent to its connection with other nodes, which makes the 
node significant. The basic idea of these methods is the importance of difference be-
tween different nodes in the network is obtained by some useful information, such as the 
degree of node, the shortest path, the weight of nodes and edges. 

The proposed indexes of important nodes mainly can be divided into centrality and 
prestige. Measurement methods mainly include the node degree, betweenness, close-
ness, eigenvector and so on. In this paper, we use the degree and betweenness  
of nodes. A brief introduction about these two methods will be presented in the  
following. 

The degree of nodes refers to the number of edges connected to the node in the 
network. The size of degree can reflect the importance of nodes to a certain extent. 
The larger the degree of node, the more important the node may be, because it may be 
located in the center of the network.  

Betweenness was first put forward for measuring the individual’s social status in 
the study of social network in 1977 by Freeman [17]. The betweenness of node u 
refers to all the shortest paths in the network through the node u. We define the set of 
shortest path between nodes i and j as s, and the betweenness formula of u after 
normalization is presented as follows. 

௨ܤ  ൌ ∑ ∑ ఋೠאೞೕ|௦ೕ|,  .                                 (9) 

The symbol ∑ ௦ೕא௨ߜ  is the number of shortest paths through node u. 

The size of betweenness can reflect the importance of nodes in a way. The larger 
betweenness of the node, the more important the node is. The betweenness is useful 
for us to find the important nodes with large flow.  
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According to the importance of nodes, we select some prior information on pur-
pose in the following experiments. The detail description about experiments will be 
presented in section 4. 

4 Experiment and Discussion 

In this section, we design a set of experiments, whose data set are LFR artificial net-
works [18] and real-world networks including Amazon’s network of political books 
[19], the network of blogs about US politics [20] and adjacency network of common 
adjectives and nouns in the novel David Copperfield by Charles Dickens [21]. The 
normalized mutual information (NMI) is used to evaluate the performance of detect-
ing communities with our framework, which is discussed above. The closer to 1 the 
NMI, the better the partition of the network will be. 

4.1 Artificial Networks 

In this subsection, the experiments include evaluating the performance of the  
framework with different percentage of priors and measuring the ability of the 
framework to detect communities with different important nodes in the background 
information.  

The LFR benchmark network is an artificial network for community detection, 
which is claimed to possess some basic statistical properties found in real networks. 
The generator of LFR allows us to specify the number of nodes (N), average degree 
(k), maximum degree (maxk), exponent for the degree sequence (t1), exponent for the 
community size distribution (t2), minimum for the community sizes (minc), maxi-
mum for the community sizes (maxc) and the mixing parameter (u). In LFR, both 
community size and degree distributions are power laws, where vertices and com-
munities are generated by sampling. With the increase of u, the structure of network 
becomes vague, and the detection of communities becomes more challenging. 

In this paper, we set the number of nodes to 1000, the minimum community size to 
10 and 20, the maximum community size to five times the minimum community size, 
the average degree to 20, the exponent of the vertex degree and community size to  
-2 and -1, respectively, and the mixing parameter to different values 0.7 and 0.8. 

The percentage of the labeled nodes in the network is an important factor in the 
experiments. To fully use the individual labels, we construct the matrix O and incor-
porate it into the updating process of NMF, The average performance of our frame-
work based on different percentage of the used priors of half positive labels and half 
negative labels is displayed in Fig. 1. There is a positive correlation between NMI and 
the used priors. There are abnormal points in the first row and the second column 
picture, where the value of NMI decreases when the used priors is 1%. The NMI of 
the standard NMF is the NMI where the used priors are 0. Compared with standard 
NMF, the NMIs of our framework are higher. Obviously, when u becomes 0.8, the 
result of community detection by our framework turns to be weak. There is a question 
that the value of NMI is below to 1 when the used priors are 100% in Fig.1. In Fig.1, 
the priors are half positive labels and half negative labels, so when the used priors are 
100%, there are some fuzzy labels in the prior information, so the result of communi-
ty detection is not exactly the same as the real one. 
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Fig. 1. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with half positive and negative labels added on LFR networks 

   

  

Fig. 2. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with positive labels added on LFR networks 
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The individual labels contain positive and negative labels. We know that the posi-
tive labels can more accurately describe the community than the negative labels. In 
Fig. 2, we randomly extract the priors with all positive labels in the network. Com-
pared with the priors with half positive and half negative labels, we can know that the 
positive labels are more useful than the negative labels in the process of detecting 
communities. From the Fig.2, we can clearly see that the NMIs increase consistently 
as the used priors except some nodes and it is faster than the Fig 1 in the growth trend. 
Compared with the result in Fig1, the value of NMI is up to 1, when the used priors 
are 100%, for the labels of the nodes in the priors are positive. 

The important nodes in the network can be measured by degree and betweenness. 
To evaluating the effect of important nodes on the performance of the community 
detection by our semi-supervised framework, we reset the nodes according to the 
degree of nodes and the betweenness of nodes in descending order respectively. Dif-
ferent percentage of priors with nodes from top to down is obtained to be combined to 
the NMF’s updating process. The labels in the priors are positive. The result is 
showed in Fig.3. Obviously, the effect of degree and betweenness is not stable. At 
least in our framework, their influence is not obvious. However, there is an interesting 
thing that when the u is 0.8, the influence of degree and betweenness is especially 
obvious. 

 

  

  

Fig. 3. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with top degree and betweenness added on LFR networks 
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LFR network, especially the positive labels. However, the effect of important nodes is 
not obvious. 

4.2 Real-World Networks 

In this subsection, we test our framework with real-world networks, Amazon’s net-
work of political books, the network of blogs about US politics and the adjacency 
network of common adjectives and nouns in the novel David Copperfield by Charles 
Dickens. Firstly, we will give the data description, and then the experiments’ perfor-
mance will be presented. 

The network of Amazon’s political books contains 105 books on US politics and 
441 edges. The nodes are books sold by bookseller Amazon, which have been  
manually given labels as “liberal”, “neutral”, or “conservative”. Edges represent co-
purchasing of books. The network of blogs about US politics consists of 1490 nodes 
and is treated as an undirected network in this paper. The nodes in the network are 
divided into “liberal” and “conservation” according to the content in the blogs, which 
represent the blogs and the edges in the network represent that a URL presented on 
the page of one blog references another political blog. If there is reference relation-
ship between two blogs, the edge between blogs forms. There are 112 vertices and 
850 edges in the adjacency network of common adjectives and nouns in the nov-
el David Copperfield by Charles Dickens where the vertices represent common adjec-
tives and nouns and the edges connect any two words that appear adjacent to one 
another at any point in the book.  

 

 

Fig. 4. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with top degree and betweenness added on the real-world networks  
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Applying our proposed framework to these real-world networks, the result of the 
community detection is shown in Fig.4. The performance of our framework on the 
real-world networks is consistent with that on the LFR network. However, the result 
of the network of blogs about US politics is abnormal and when the used priors is set 
100%, the NMI is less than 1. In Fig.4b and Fig.4c the two lines overlap. There are 
two communities in these two real networks, which is known previously, based on  
the construction of O discussed above, we can find that if node i does not belong to 
one community, it must belong to the other one, then there is no difference between 
the positive labels and negative labels because we can construct the same O at node i. 
Further, the percentage of priors is important to the result of community detection. 

5 Conclusions 

In this paper, a semi-supervised community detection method based on NMF with 
individual labels is proposed. Unlike previous works which transfer the individual 
labels into the adjacency matrix, we formulate it into the objective function and in-
corporate it into the process of NMF updating. As can be seen from the extensive 
experiments on both artificial and real networks that using the individual labels can 
significantly improve performance, especially in the situation where the individual 
labels are positive. Moreover, we extract some important nodes with large degree and 
betweenness into the priors and the effect of these nodes on the community detection 
is not obvious. 

A number of improvements of our framework may be possible. Firstly, we hope to 
apply the semi-supervised framework to other matrix-based community detection 
methods, such as spectral clustering and its variants. Secondly, it would be interesting 
to investigate the abnormal phenomenon in the experiments. With the increase of used 
priors, the performance of community detection is poor at some points. In this case 
the research about how to improve the result is meaningful. Finally, we will investi-
gate how the priors guide the process of community detection. 
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Abstract. The identification of lithologies is a crucial task in continental scien-
tific drilling research. In fact, in complex geological situations such as crystal-
line rocks, more complex nonlinear functional behaviors exist in well log  
interpretation/classification purposes; thus posing challenges in accurate identi-
fication of lithology using geophysical log data in the context of crystalline 
rocks. The aim of this work is to explore the capability of k-nearest neighbors 
classifier and to demonstrate its performance in comparison with other classifi-
ers in the context of crystalline rocks. The results show that best classifier was 
neural network followed by support vector machine and k-nearest neighbors. 
These intelligence machine learning methods appear to be promising in recog-
nizing lithology and can be a very useful tool to facilitate the task of geophysic-
ists allowing them to quickly get the nature of all the geological units during 
exploration phase. 
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1 Introduction 

Geophysical well logging (GWL) involves the monitoring and evaluation of drilled 
rock from the earth’s crust. The measurements generally fall into three groups name-
ly; nuclear, electrical and acoustic. GWL provides continuous records on the compo-
sition and structural features of the penetrated rock. In this context, lithology and rock 
properties can be estimated. GWL is largely used for reservoir evaluation, and litho-
logical identification in sedimentary rocks. As a result, log responses in sedimentary 
rocks are well known; even though, this is not the case for crystal-line rocks ([2]). 
Compared with sedimentary rocks, crystalline rocks are more di-verse, with more 
complex compositions, textures, and structures, ensuing in various challenges in their 
lithological identification and prediction. Although most petroleum downhole logging 
technique maybe utilized in crystalline rocks; however, interpretation are necessary 
because of environmental differences.  



 Machine Learning Interpretation of Conventional Well Logs in Crystalline Rocks 361 

Statistical cross-plotting have been used on geophysical log data classification in 
the context of crystalline rocks. Examples could be found in Pechnig et al.( [11]) ; Niu 
et al. ([9]); Luo and Pan ([7]) where the various authors revealed the application of 
cross plotting in crystalline rocks. While cross-plotting can be utilized to explore rela-
tionships between two logs, nevertheless it is unable to clearly reveal with under-
standing the relationships that may be in the whole data ([6]). Another problem in this 
area is that the cross-plots approach of log interpretation knowledge through the geo-
physical log specialist has proven to be both time-consuming and error-prone ([1], 
[13]). In other words, converting geophysical log data into lithological units continue 
to be difficult and not automatically solvable using conventional techniques ([19]). 
This reality has been an important motivation for using machine learning techniques. 

Automating well log interpretation provides two immediate benefits: firstly, it 
makes it possible to process large amounts of logs rapidly, thus supporting the crea-
tion of large knowledge bases. Secondly, automation produces uniform results. Since 
the early days of the introduction of computers to geosciences, algorithms combined 
with geophysicist reasoning have made a significant contribution to the field of geo-
physics (e.g.,[20],[21],[22],[23] ). The most important of these are machine learning 
methods. Machine learning methods have been recently propose for conventional well 
log data classification in the context of crystalline rocks (e.g.,[8],[10],[15]). Nonethe-
less this study propose k-nearest neighbors (k-NN) as an alternative to classify con-
ventional well log data. It is pertinent to state that k-NN has been applied successfully 
to various logging data problems (e.g.,[1],[5]). Nevertheless, so far this has not yet 
been widely used in the context of crystalline rocks. Especially within the study area 
of this research. Therefore, the aim of this work is to explore the capability of k-NN 
classifier and to demonstrate its performance compare to other classifiers such as 
artificial neural network (ANN) and support vector machine (SVM).  

This study highlights an additional contribution of machine learning methods as 
the best possible way of utilizing conventional well logs to make decision automati-
cally in terms of lithology recognition task in structurally complex, crystalline meta-
morphic terrain. The results show that these intelligence machine learning methods 
appear to be promising in recognizing lithology and can be a very useful tool to facili-
tate the task of geophysicists allowing them to quickly get the nature of all the geolog-
ical units during exploration phase in realistic crystalline environments. 

2 Data 

Scientific holes are drilled and cored precisely in order to be able to determine the 
local geological situation of the drilled area. It provides unique and vital data and 
samples for a very wide range of geological problems. The 5158m deep main  
borehole of the Chinese continental scientific drilling project (CCSD-MH) penetrated 
five main lithological units: orthogneiss, paragrneiss, eclogite, amphibolite and ultra-
mafic rocks in the Dabie-Sulu ultrahigh pressure metamorphic (UHPM) terrane in 
eastern part of China. The Dabie-Sulu UHPM belt is one of the largest belt in the 
world ([24]). A description of the CCSD project, its geological and geophysical log-
ging implications may be found in Ji and Xu [16]. 
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The experimentation consists of recognizing the lithology from conventional well 
logs using machine learning methods. Experiments were performed with 38937 sam-
ples from the interval depth 100-5000 m of CCSD-MH. For each sample there are  
10 inputs variables (=log curve). There are: CNL (Compensated Neutron), DEN 
(Compensated Bulk Density), PE (photoelectric absorption capture cross section), GR 
(gamma ray), K (potassium content), KTH (Potassium Plus Thorium), TH (Thorium), 
U (Uranium content), RD (resistivity of laterolog deep)and RSFL (Spherically  
Focused Resistivity). These log curves have been proved to be tied directly to minera-
logical changes in crystalline metamorphic rocks ([10]).Table 1 shows the description 
of the log curves used in this study.  

Table 1. The description of the log curves used in this study 

N0 Logs Unit Tool type Description 
1 RD ohm-m electrical resistivity 
2 RSFL ohm-m electrical resistivity 
3 DEN g/cm3 Gamma 
4 CNL p.u. Neutron 
5 PE b/e      Gamma 
6 GR API Gamma 
7 K % Spectral Gamma Ray 
8 KTH API Spectral Gamma Ray 
9 TH ppm Spectral Gamma Ray 

10 U ppm Spectral Gamma Ray 
 
Machine learning methods (classifiers) such as k-NN, SVM, ANN being super-

vised, the output was obtained according to the core description that is, orthogneiss, 
paragneiss, eclogite, amphibolite and ultramafic rocks. Each classifier has certain 
parameters the values of which need to be fixed appropriately for controlling under-
training and overtraining hence generalization. That is, number of neighbor k for  
k-NN, penalty C and radial basis function kernel spread σ for SVM and hidden nodes 
NHN for ANN. So with this in mind, the dataset was divided in to two subdata D1 
(27773 samples) and D2 (11164 samples). D1 subdata was used for finding the op-
timal parameters through 3-fold cross validation ([12]) in which the data was sepa-
rated in to 3 different sets. Then, the model is trained using 2 of these sets, and its 
performance is tested on the third. This is repeated 3 times so that each set in turn is 
utilized as the test set. Therefore, the performance for the given classifier is finally 
achieved as the aver-age performance on the test sets. Table 2 shows the best perfor-
mance of cross validation. After this, each classifier was tested on D2 which has  
never been used during the optimization process. The key objective of learning a clas-
sifier is to build model with good generalization capability. Generalization is a central 
issue for the development of mathematical and statistical models. It refers to the abili-
ty of a model to accurately represent the underlying data generation process, rather 
than the noise features of the training data ([26]). Beside, to make sure that each vari-
able is treated similarly in the model, the dataset were scaled in [0, 1]. 
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Table 2. The best performance of cross validation 

Classifier Parameters Cross validation accuracy (%) 
k-NN k= 47 71.20 
SVM C=7; σ =0.4 74.60 

BPNN(One hidden layer) NHN= 26 87.32 

3 Methods 

3.1 k-NN 

In this section, a brief introduction of k-NN that is needed for the definition of their 
functionality is presented. A more comprehensive presentation can be found in  
Fukunaga ([4]) and Cheriet et al. ([3]). In classification problems holding moderately 
high dimensional input space without priori statistical knowledge of objects being 
classified, the k-NN method offers simplicity and relatively high convergence speed. 
k-NN classifier finds the k nearest neighbours of the sample x, and then, through a 
voting process, it classifies x in the class which has most representatives among those 
k nearest neighbours. Action of k-NN classifier is given in Fig 1. 
 

 

Fig. 1. Action of k-NN classifier 

When the number of samples in training dataset is large, this algorithm shows to be 
very efficient, for reducing the misclassification error.  However, the classification 
times becomes longer. Another benefit of the k-NN as compared to other supervised 
learning such as SVM, decision tree, and ANN is that it can simply deal with prob-
lems in which the class size is higher ([14]). Generally, k-NN classification accuracy 
mainly is influenced by k value and the type of distance metrics used for computing 
nearest distance. Therefore, in this study we have determined the optimal k value  
and distance metric using resampling technique on D1. After evaluating these  
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best possible values of k and distance metric, a k-NN classifier was tested for  
metamorphic rocks prediction on the independent subdata D2. The distance metrics 
which were experimented in this study were Euclidean, City Block and Minkowski 
distance. 

Let assume that p as the number of variables in the dataset, distance between the 
points xi and xj  is defined as a follows: 

Euclidean distance 
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Where d is the metric distance and m in the Minkowski equation is parameter 

3.2 SVM and ANN 

Support vector machine (SVM) and Artificial Neural Network (SVM) have been 
widely applied in geophysical fields (e.g., [5], [19]).Therefore the theory aspect of 
these methods will not be repeated. Detailed description and explanations about SVM 
and ANN may be found in Abe ([17]); Bishop ([18]). 

4 Results 

The choice of k is optimized by calculating the prediction capabilities with different k 
values using 3 fold cross validation technique on D1. k value from 1 to 47 were eva-
luated. Fig 2 shows the performance of k value vs. cross-validation accuracy. From 
Fig 2, it was found that in general the accuracy rate increase with the increase of  
k value. This is because larger value of k reduce the effect of noise on classification. 
However, this can be time consuming in context of a large number of samples as we 
remarked in this study.  Moreover, a large amount of memory was required to run the 
k-NN classifier. 
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Fig. 2. Performance of k value vs. cross-validation accuracy 

The highest accuracy was reached when k = 47 using Euclidean distance. A correct 
classification rate of 71.37% were obtained on D2. Figure 3 shows the performance of 
k-NN into each category of metamorphic rocks using D2. 

 

 

Fig. 3. Performance of k-NN into each category of metamorphic rocks 

From Fig 3, k-NN show poor outcome in amphibolite and paragneiss rocks recog-
nition. Because it exhibits a classification rate of 0% for amphibolite and 12.17% for 
paragneiss rocks. In contrast, under the circumstances of orthogneiss, eclogite and 
ultramafic rocks recognition k-NN classification approaches demonstrated high per-
formance. A classification rate of 96.85%, 84.11% and 84.37% were obtained respec-
tively. In summary, the results have clearly shown the potential of k-NN for solving 
lithology identification problems in crystalline rocks. That is, the k-NN classifier per-
forms well in the case of orthogneiss, eclogite and ultramafic rocks recognition. How-
ever, it is important to highlight that k-NN classifier is an expensive method in terms 
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of memory requirements and computational demands during classification of CCSD-
MH data. 

For the application of SVM to the CCSD-MH data, the radial basis function (RBF) 
kernel was utilized as the kernel function, since it is the most popularly used in classi-
fication purpose. There are two parameters related with the SVM: σ and C. The first 
one is the RBF spread, which plays a fundamental role in performing SVM and the 
last one is the upper bound C, penalty parameter for the error terms, which has to be 
added in order to take into consideration those samples that cannot be separated. For 
optimal classification performance both kernel parameter, σ and the penalty parame-
ter, C have to be optimized with regard to the classification accuracy. So, 3 fold cross-
validation on D1 was used to explore the suitable kernel parameter σ, and C. Mainly, 
all the pairs of (σ, C) for RBF kernel were explored and the one with the optimal 
cross-validation accuracy was selected. The best results achieved for the SVM para-
meters were σ= 0.4 and C = 7 respectively (Table 2). D2 was then tested to classify 
metamorphic rocks. A correct classification rate of SVM on D2 was 74.77%. Fig 4 
shows the performance of SVM into each category of metamorphic rocks from D2. 

 

 

Fig. 4. Performance of SVM into each category of metamorphic rocks 

From the visual check of Fig 4, SVM perform well in orthogneiss, eclogites, am-
phibolite and ultramafic rocks recognition. The SVM exhibits a classification rate of 
97.76% for orthogneiss, 78.70 % for eclogite, and 59. 54 % for amphibolite and 
92.82% for ultramafic rocks. SVM shows poor performance in paragneiss rocks iden-
tification and classification that is SVM shows 9.59 % of correct recognition rate. In 
summary, it can be stated that, the experimentation on CCSD-MH data show that 
SVM can be used as a classifier, in order to provide satisfactory recognition of meta-
morphic rocks.  

For the application of ANN, a feed forward back-propagation neural network 
(BPNN) with a single hidden layer and 5 output nodes was used. Geophysical log set 
are used as input of BPNN to train the classifier. There are many algorithms available 
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to train the BPNN ([18]). In this study, scaled conjugate gradient algorithm developed 
by (Moller [25]) was used. 

One factor that determines the performance of the ANN is its size (number of hid-
den nodes). It plays a critical role in performance of BPNN. Hence, inappropriate 
selection of this parameter may cause over-fitting or under-fitting problem. Therefore, 
an optimal number of hidden nodes (NHN) for the classifier that can accurately classi-
fy metamorphic rocks needs to be determined. In this study, 3-fold cross-validation 
was applied on D1 to investigate the appropriate NHN. BPN’s with their number of 
hidden nodes between from 4 to 50 were evaluated to obtain the best architecture. 
Each of the BPN’s was trained for up to 10000 training epochs with the stopping con-
dition of 0.000001 applied. The best test result among all the BPNN architectures and 
all the training epochs examined were selected. Fig 5.  shows the best classification 
performance using 3-fold cross-validation. 

 

 

Fig. 5. The best Performance of BPNN using 3 cross- validation 

From Fig 5, in terms of correct classification accuracy model (training) BPNN  
[10-26-5] scheme provides best results; since BPNN [10-26-5] scheme show 86.70%, 
highest correct classification rate. Also in terms of correct classification accuracy 
(testing), BPNN [ 10-26-5] shows better generalization predictiveness on unseen data 
ability; because, it exhibits  87.32% highest value of  correct classification rate. The 
aim of ANN is to generalize effectively. Generalization gives us a more convincing 
estimate of the validity of the ANN. Therefore, generalization is taken as the analyti-
cal accuracy using BPNN in this study. So, the best model was achieved with the 
number of neuron, NHN= 26. After successful training and testing using 3 fold cross 
validation, the BPNN [10-26-5] scheme were also tested on D2. A correct classifica-
tion rate of 82.21% were obtained on D2. Fig 6. displays the test on D2; and visually 
illustrate the correct classification rates for individual metamorphic rock type’s val-
ues, thus providing a visual exhibition of accuracy. 
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Fig. 6. Performance of BPNN into each category of metamorphic rocks 

As can be seen in Fig 6, BPNN scheme show excellent recognition of orthogneiss, 
ecologies, paragneiss and ultramafic rocks, as, it exhibit high correct classification 
rate. That is orthogneiss (95%), ultramafic rocks (79%) and eclogite (89%), parag-
neiss (67%) for BPNN strategy, which obviously indicates that the BPNN has these 
rocks recognition power. Considering Fig 6 again, it appears that BPNN scheme suf-
fered in amphibolite rocks recognition since, BPNN scheme produces11 % of correct 
classification rates. 

By analyzing all of the results above, k-NN, SVM and BPNN methods can im-
prove significantly in orthogneiss, eclogite and ultramafic rocks recognition. BPNN 
and SVM models show moderate results in paragneiss and amphibolite rocks recogni-
tion respectively. However, k-NN was not found to be suitable for amphibolite and 
ultramafic rocks recognition in the case of CCSD-MH. Fig 7 shows the histogram of 
the performance comparison between k-NN, BPNN and SVM.  

 

 

Fig. 7. Performance comparison between k-NN, BPNN and SVM 

From Fig 7, it can observed that the different classifiers based on CCSD-MH data 
can be effective tools for the geophysical log data classification purpose. However, 
the best results were achieved by BPNN, followed by SVM and then k-NN.  
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This because BPNN showed 82.21% followed by SVM (74.77%) and k-NN 
(71.37%). This performance of BPNN has also been confirmed by Pan et al. ([10]). 
Based on results obtained, it can fairly be stated that with large amount of sample 
data, BPNN is able to give satisfactory results thus achieving generalization. This has 
further confirm the assertion by many researchers that to achieve generalization more 
samples should be considered, so that the misclassification rate of training and testing 
can be reduced drastically. 

5 Conclusion 

This study has investigated the performance of supervised classifier such as BPNN,  
k-NN and SVM in geophysical log data classification in the context of crystalline 
metamorphic rocks. From the experimental results in this study, the consensuses of all 
methods are helpful for the lithology classification using geophysical well logs from 
crystalline rocks. Nonetheless, BPNN was the best among all the classification algo-
rithms investigated. It is important to note that k-NN classifier was an expensive  
method in terms of memory requirements and computational demands during classifi-
cation of CCSD-MH data. The present study was done using a single deep well. 
However, it gets more interesting in applying these intelligence machine learning 
methods to other geologically complex zone of interest. We look forward to see more 
of this scenario in future research works. 
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Abstract. This paper proposes a pre-scaling extension of the Orthogonal  
Procrustes Analysis (OPA), where anisotropic scaling occurs before rigid mo-
tion. We propose an efficient algorithm to solve this problem based on gradient 
descent method over matrix manifold. We show that the proposed algorithm is 
monotonically convergent and provide an acceleration procedure. Its perfor-
mance is validated through a series of numerical simulations. 

Keywords: Procrustes analysis · Gradient descent · Stiefel manifold ·  
Pre-scaling 

1 Introduction 

Orthogonal Procrustes analysis (OPA), named by Hurley and Cattel [1], is an impor-
tant technique to compare the similarity between two sets of observations under rigid 
motion. It is originally designed to assess the embedding learned by MDS [2,3,4] and 
has been successfully applied to shape analysis [5,6] and embedding quality assess-
ment for manifold learning [7].  

Ordinary OPA only admits a global scaling factor. However, anisotropic scaling, 
that is, separate scaling along each coordinate axis, is a common scene in computer 
science and engineering [10,11]. To extend the application range of OPA, anisotropic 
orthogonal Procrusets analysis (AOPA) [10,11,12] is proposed to address such issue 
and has successful applications to computer vision [8,9] and manifold learning [13]. 

In this paper, we focus on the pre-scaling case of AOPA, that is, anisotropic scal-
ing occurs before rigid motion. In literature, two approaches, namely, block relaxation 
(BR) [10] and majorization principle (MP) [12], are proposed to solve the pre-scaling 
AOPA problem. Different from these works, in this paper we describe an alternative 
solution to this issue using gradient descent over matrix manifold, based on our pre-
vious work [13]. Compared with BR and MP, the proposed algorithm has straight-
forward geometric intuition and much higher accuracy. Compared with our early 
work [13], which is mainly designed for embedding quality assessment, we reformu-
late that into the context of AOPA and provide a proof of algorithm convergence. As 
to traditional gradient descent methods in Euclidean space, we propose an extension 
to non-Euclidean domain, where the feasible region is a Riemannian submanifold of 
matrices. Besides, a new acceleration strategy is proposed for faster convergence. 
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Experimental results from numerical simulations validate the effectiveness of the 
proposed method. 

The rest parts of this paper are organized as follows. Section 2 reviews related 
works on pre-scaling anisotropic orthogonal Procrustes analysis in literature. Section 3 
describes the proposed gradient descent method. Section 4 demonstrates experimental 
results and Section 5 concludes this paper. 

2 Related Works 

In this section, we briefly review two existing approaches for pre-scaling anisotropic 
orthogonal Procrustes analysis (PAOPA), namely, block relaxation and majorization 
principle. We first give main notations of symbols used in this paper for convenience 
of presentation. Then we formulate the PAOPA problem and state how the aforemen-
tioned two methods work. 

Table 1. Main notations 

Symbols Explanationsݔ ݊-dimensional observation, ݅ ൌ 1,2, … , ܰ. ܺ ݊ by ܰ matrix with ݔ its ݅-th column. ݕ ݉-dimensional observation, ݅ ൌ 1,2, … , ܰ ܻ ݉ by ܰ matrix with ݕ its ݅-th column ܲ ݊ by ݉ rotation matrix, ்ܲܲ ൌ  .by ݉ diagonal scaling matrix with non-zero diagonal entries ݉ ܦ .݉  Identity matrix of orderܫ .ܫ

2.1 Problem Formulation 

Given two sets of observations ሼݔሽ and ሼݕሽ, lying in ܴ and ܴ respectively, we 
assume that they are both centered at the origin, that is, their means are removed. 
Then the orthogonal Procrustes analysis aims to find a rotation which optimally trans-
forms ሼݕሽ to ሼݔሽ. This is equivalent to the following optimization problem 

 
min ԡܺ െ ܻܲԡிs.t. ்ܲܲ ൌ ܫ   . (1) 

Pre-scaling anisotropic orthogonal Procrustes analysis (PAOPA) further assumes 
that there exists separate scalings along each dimension of ሼݕሽ, and it tries to recover 
such anisotropic scaling together with the optimal rotation. This can be formulated by 
modifying (1) into  

  min, ԡܺ െ .ԡிs.tܻܦܲ ்ܲܲ ൌ ܦܫ ് 0   , (2) 

where ܦ  is the ݅-th diagonal entry of ܦ. 



Pre-Scaling Anisotropic OPA Based on Gradient Descent over Matrix Manifold 373 

2.2 Block Relaxation 

Gower and Dijksterhuis [10] proposed a block relaxation (BR) algorithm to address 
optimization problem (2), which alternatively computes ܲ and ܦ. For fixed ܲ, the 
global optimal ܦ is computed as  

ܦ  ൌ ሺ்ܲܤሻ ሺ்ܻܻሻ൘  , (3) 

where ܤ ൌ ்ܻܺ . Now fix ܦ, the optimal ܲ is given by the orthogonal polar factor of ܦܤ. Let ்ܷܸܵ be the singular value decomposition of ܦܤ, we have 

 ܲ ൌ ்ܷܸ . (4) 

The iteration process terminates until ܲ converges. 

2.3 Majorization Principle 

Dosse and Berge [11,12] proposed a majorization principle algorithm based on a se-
ries of theoretical analysis. Given an initial guess of ܲ, namely ܲ, the update of ܲ is 
defined as the orthogonal polar factor of ܤdiagሺ ்ܲ -ሻ, where the diag operator transܤ
forms a square matrix into a diagonal one by keeping its diagonal entries. The itera-
tion continues by updating ܲ  with previously computed ܲ and terminates until ܲ 
converges. 

3 Pre-Scaling Anisotropic Orthogonal Procrustes Analysis 
Based on Gradient Descent 

3.1 Gradient Descent on the Stiefel Manifold 

In this section, we present a new solution to the pre-scaling anisotropic orthogonal 
Procrustes analysis problem based on gradient descent method over matrix manifold, 
named as PAOPA-GD for short. The proposed approach consists of two steps, which 
are computations of the optimal anisotropic scaling matrix ܦ and rotation matrix ܲ, 
respectively. 

Similar to the BR method, we start by fixing ܲ to derive an explicit solution to ܦ. 
Formally, the objective function in (2) can be expanded as 

 ݂ሺܲ, ሻܦ ൌ ∑ ଶܦܣ െ 2 ∑ ܦܤ  trሺ்ܺܺሻ  , (5) 

where ܤ ൌ ்ܻܺ ܣ , ൌ ்ܻܻ, and ܣ is its ݅-th diagonal entry. This is a convex func-
tion over ܦ  and admits a global optimum, which is given in (3). 

Substituting (3) into (5), the objective function now reads 

 ݂ሺܲሻ ൌ െݎݐ൫ሺ்ܲܯሻ ٖ ሺ்ܲܯሻ൯   ሺ்ܺܺሻ , (6)ݎݐ
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where ܯ ൌ  ்ܻܺdiagሺ்ܻܻሻ and ٖ stands for the Hadamard product over matrices, 
that is, entry-wise multiplication. Then the optimization problem (2) can be trans-
formed into  

 
max ݃ሺܲሻ ൌ ሻܯ൫ሺ்ܲݎݐ ٖ ሺ்ܲܯሻ൯s.t. ்ܲܲ ൌ ܫ  . (7) 

The orthogonal constraint over ܲ  implies that ܲ  lies on the Stiefel manifold ܵݐሺ݊, ݉ሻ, which is formed by all ݊ by ݉ orthogonal matrices and a Riemannian 
submanifold embedded in ܴൈ . A straightforward strategy to solve (7) is to use 
gradient descent over the matrix manifold ܵݐሺ݊, ݉ሻ. Since the feasible region is a 
Riemannian submanifold rather than trivial Euclidean space, at each ܲ, we need to 
project the gradient in the ambient ܴൈ to its tangential space. Then P is updated 
along such projection in the tangential space. After that, the updated P is retracted 
back onto ܵݐሺ݊, ݉ሻ. 

First, we derive the gradient of ݃ሺܲሻ in ܴൈ, denoted by ݃. By matrix caculus 
[15] and algebraic deduction, the differentiation of ݃  is given by ݃ܦ ൌ 2vecሺܯdiagሺ்ܲܯሻሻ , where the vec  operator reformulates a ݊ ൈ ݉  matrix 
into a ݊݉ dimensional vector by stacking its columns one underneath other. Then the 
gradient is simply  

݃  ൌ  ሻ . (8)ܯdiagሺ்ܲܯ 2

By properties of ܵݐሺ݊, ݉ሻ [14], the projection of ݃ onto the tangential space at ܲ, 
denoted by ்݃, is computed as follows ்݃ ൌ ݃ െ ൫ାሺሻ൯ଶൌ ሻܯdiagሺ்ܲܯ 2 െ ሻܯdiagሺ்ܲܯ்ܲܲ െ ܲdiagሺ்ܲܯሻ(9) . ்ܲܯ 

At each iteration, ܲ  is updated along ்݃ with given step length ݏ  and then re-
tracted back onto ܵݐሺ݊, ݉ሻ. Let ܴܳ ൌ ܲ   be the QR decomposition of the ்݃ݏ
update on the tangential space, the aforementioned retraction is simply given by ܳ. 
The iteration terminates until ԡ்݃ԡி is smaller than some given threshold. 

3.2 Convergence Analysis 

In this subsection, we prove the convergence of the gradient descent approach given 
in Section 3.1, which is presented in Lemma 1. For clarity of presentation, we use 
upper-script with brackets for counts of iterations. 

Lemma 1. For any initial ܲሺሻ ב Nullሺܯሻ, the iteration of ܲ using gradient descent 
converges monotonously. 

Proof: By expanding the objective function in (7) and using Cauchy-Schwarz inequa-
lity, we have  
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݃ሺܲሻ ൌ ∑ ்ܲ ்ܯܯ ܲ ∑ ԡ ܲԡଶ ԡܯԡଶൌ ∑ ԡܯԡଶ   , (10) 

where ܲ  and ܯ  are the ݅-th columns of ܲ and ܯ, respectively. Here we use the 
fact that ܲ is orthogonal, hence ܲ  has unit norm. The above deduction shows that ݃ሺܲሻ is upper-bounded.  

Note that the initial ܲሺሻ ב Nullሺܯሻ , then ்݃ሺܲሺሻሻ  does not vanish and ݃ሺܲሺሻሻ  ݃ሺܲሺାଵሻሻ as ܲ is updated along the gradient, which is the descent direc-
tion of increasing ݃ሺܲሻ. This implies that ሼ݃ሺܲሺሻሻሽ is a non-decreasing and upper-
bounded series, which converges to some constant.  

3.3 Acceleration of Iteration 

Since the update of ܲ involves QR-decomposition, which does not admit an explicit 
formulation, then traditional line search strategies cannot be applied to find an optimal 
step length. Instead, we propose a forward-backward approach to accelerate the itera-
tion process, which consists of two steps. 

• Forward Step. In the ݅-th iteration, if trሺሺ்݃ሺܲሺሻሻሻ்݃ሺܲሺିଵሻሻሻ ൏ 0, then de-
crease the step length ݏ to ݏߙ with 0 ൏ ߙ ൏ 1. 

• Backward Step. In the ݅ -th iteration, if trሺሺ்݃ሺܲሺሻሻሻ்݃ሺܲሺିଵሻሻሻ  0 , then 
increase the step length ݏ to ሺ1  with 0 ݏሻߚ ൏ ߚ ൏ 1. 

Such strategy aims to pull back the update if ܲሺሻ “goes ahead” the optima and push 
the update otherwise. In this paper, we set ߙ ൌ ߚ ൌ 0.5. 

3.4 Computational Complexity 

To end this section, we briefly analyze the computational complexity of the proposed 
PAOPA-GD algorithm. The computation of gradient in (9) only involves matrix mul-
tiplication, which costs ܱሺ݉݊ሻ time. The retraction back onto the manifold involves 
a QR decomposition, which costs ܱሺ݊ଶ݉ሻ time for the gradient in ܴൈ. All togeth-
er, the overall complexity of PAOPA-GD is ܱሺ݇݊ଶ݉ሻ, where ݇ is the number of 
iterations. 

4 Experimental Results 

In this section, we conduct three numerical simulations to validate the effectiveness  
of the proposed PAOPA-GD algorithm. We show that PAOPA-GD can efficiently 
recover optimal rotation and scaling matrices for pre-scaling anisotropic orthogonal  
Procrustes problem, and its accuracy is much higher than the block relaxation (BR) and 
majorization principle (MP) approaches. Besides, we demonstrate the application of 
PAOPA-GD to embedding quality assessment for manifold learning. In all  
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experiments, we use GD to denote the proposed gradient descent based approach.  
The stopping criterion for all three algorithms is 10-4 and the initial step length for GD 
is 0.01. 

In the first simulation, we compare the performances among GD, BR, and MP for 
randomly generated data sets under various dimensions. For each dimension from 10 
to 100 with step 10, we randomly generate an orthogonal matrix ܲ, an anisotropic 
scaling matrix ܦ, and 200 observations from a uniform distribution to form ܻ. The 
target observation matrix ܺ is computed as ܻܲܦ. Then ܺ and ܻ are used as inputs 
for GD, BR, and MP to find optimal ܲכ and כܦ. The approximation error is defined as  

 ݁ ൌ ԡܺ െ  ԡி . (11)ܻכܦכܲ

This process is repeated 50 times for each dimension. The mean error together with 
standard deviation are recorded and shown in Fig. 1. From Fig. 1, we can clear see 
that the mean error of GD is much lower than BR and MP and as low as 10-6. The 
near-zero error of GD also suggests that it has successfully find optimal ܲכ and כܦ 
to match ܻ toܺ. 

The second simulation has similar settings to the first one. The only difference  
is that the dimension of ܻ is only a half of that of ܺ. Experimental results are illu-
strated in Fig. 2, which again demonstrates the superiority of GD over BR and MP on 
accuracy. 

In the last simulation, we apply GD to embedding quality assessment for manifold 
learning, which is a popular technique for nonlinear dimensionality reduction in  
recent decades. Manifold learning methods can effectively recover meaningful low-
dimension embedding from high-dimensional samples, which reside on a low- dimen-
sional manifold embedded in the ambient Euclidean space. However, most manifold 
learning methods output a normalized embedding, that is, each dimension of the em-
bedding is scaled separately. In such case, standard orthogonal Procrustes analysis  
 

 

Fig. 1. Simulation results of Experiment 1. ܺ and ܻ have the same dimensions. Approxima-
tion error versus dimensionality of observations is illustrated. Blue upper triangle: MP. Black 
lower triangle: BR. Red square: GD. 
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Fig. 2. Simulation results of Experiment 2. ܺ and ܻ have different dimensions. Approxima-
tion error versus dimensionality of observations is illustrated. Blue upper triangle: MP. Black 
lower triangle: BR. Red square: GD. 

would fail to assess the quality of learned embedding even providing the ground truth, 
while GD can be applied to this issue since anisotropic scaling caused by normaliza-
tion can be recovered. 
 

 

(a) (b) (c)  

(d) (e)  

Fig. 3. Learning results of ISOMAP, LLE, and LTSA on the SwissRoll manifold. (a) The mani-
fold. (b) Ground truth of global coordinates. (c) ISOMAP. (d) LLE. (e) LTSA. 
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Table 2. Assessments of embedding quality for the SwissRoll manifold. Matching errors from 
the learned embedding to the ground truth are presented. Low values correspond to embeddings 
of good quality. 

Methods ISOMAP LLE LTSA 
Procrustes 0.6446 0.4955 0.1292 

GD 0.0234 0.6598 0.0032 
 
We use the benchmark SwissRoll manifold, which is a two-dimensional surface 

embedded in ܴଷ. 1000 points are randomly generated and three popular methods, that 
are, ISOMAP[16], LLE[17], and LTSA[18], are implemented for dimensionality  
reduction. The embeddings learned by these three methods are shown in Fig. 3 and 
compared to the ground truth using standard orthogonal Procrustes analysis and GD. 
Experimental results are listed in Table 2. From Fig. 3, we can visually inspect that 
LTSA outputs the best embedding, ISOMAP worse, and LLE worst. From the match-
ing errors in Table 2, we can see that GD correctly assesses the quality of the three 
embeddings, while standard orthogonal Procrustes analysis misjudged ISOMAP and 
LLE. 

5 Conclusion 

In this paper, we propose an alternative solution to pre-scaling anisotropic orthogonal 
Procrustes analysis (PAOPA). Based on our previous work, we reformulate PAOPA 
to an optimization problem over matrix manifold and use the gradient descent method 
on Stiefel manifold to address this issue. We design an efficient algorithm with acce-
leration strategy, and we show its convergence. The effectiveness of the proposed 
algorithm is examined through conducted experiments. In our future works, we will 
investigate the global convergence issue of the proposed method. Recent works in 
swarm and fuzzy optimization may shed some lights on the issue [19-22]. 
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Abstract. In this paper, we propose a two-layered classification approach to 
effectively recognize the physical activities while the smartphone is placed at 
any four common positions on the body. Then we implement a Life Record app 
on smartphone that automatically classifies physical activities and records them 
as the personal life logs. For assisting users in comprehending their daily 
activities, the system also provides the visualization interface that shows the 
brief descriptions of their life logs. 

We demonstrate that the system possesses less limitation to monitor daily 
activities that the users are not restricted to carry their smartphones in specific 
positions. Another major benefit of our system is to provide a complete overview 
of personal activities, which enhances the self-awareness of physical activity in 
our daily life through an intuitive visualization interface. Furthermore, analysis of 
life logs can also be applied in specific services or recommendation applications 
in the future. 

Keywords: Activity monitoring · Life record · Physical inactivity · Pattern  
recognition · Data visualization 

1 Introduction 

Physical inactivity is one of the most important modifiable risk factors, and it causes 
unhealthy life habits such that most people spend their leisure time involved in seden-
tary pursuits. Due to this lack of physical activity, more and more people have  
become overweight (body mass index ≥25 kg/m2) and even have become obese (body 
mass index ≥30 kg/m2). Globally, in 2005, it was estimated that over 1 billion  
people were overweight, including 805 million women, and that over 300 million 
people were obese. By 2015, it has been estimated that over 1.5 billion people will be 
overweight [1]. Overweight and obesity, moreover, will cause increasing risk for 
various chronic diseases, such as diabetes, cardiovascular diseases, hypertension and 
cancer. 
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Several commercially available devices, such as Fitbit One [2] and Fitbit Flex [3], 
Bodymedia [4], and Jawbone UP [5], have embedded these wearable sensors to  
provide daily activity monitoring, to compute caloric expenditure, and even trace 
sleeping status during the night. Although these can provide daily activity monitoring 
or specific exercise training, they need to be worn in a specific body position and are 
not popular for the general public.  

In addition to hardware, smartphones also provide a developmental platform on 
which developers can easily design applications. Several studies [6-9] have proposed 
human activity recognition systems based on smartphones to facilitate long-term daily 
activity monitoring. 

In this research, we use Android smartphones to collect daily activity data, so this 
system is applicable to individuals who own Android smartphones. Users can observe 
activity habits through their life logs from the visualizations on the smartphone  
application. 

2 Related Work 

Human Activity Recognition research mostly uses observation of human actions to 
obtain an understanding of types of activities that they perform within a specific time 
interval. Typical activities under consideration vary from mechanical process such as 
activities of daily living (ADL) to socio-spatial processes like meetings. To recognize 
the activities that occur in daily living, wearable sensors have been used to acquire the 
signals from different body positions intended to detect movements. Accelerometers 
have been the most commonly used device to recognize human activity during high 
performance in physical activity recognition (PAR) research. So far, almost all studies 
of PAR differ according to the type and number of activities identified and by the 
location, type and number of accelerometers used. 

Wu et al. [40] proposed a system called SensCare, which was a semi-automatic 
lifelog summarization system for elderly care. SensCare fuses heterogeneous  
sensor information and automatically segments and recognizes user’s daily activities 
in a hierarchical way. It combines unsupervised activity segmentation and activity 
recognition to segment an activity with the specific time period related to its occur-
rence. GPS data is fused with the activity segmentation to predict high-level daily 
activities. 

Other studies referenced in [9-13] were all aimed at providing ubiquitous recogni-
tion systems used in long-term health care monitoring. In short-term supervised  
monitoring situations, large numbers of body-fixed sensors can be used to allow the 
collection of greater quantities of information, leading to very accurate assessments of 
movement; however, in long-term, unsupervised monitoring environments, subject 
compliance is essential if the system is to be used [14]. 

Human life models are useful in a variety of applications, such as the detection of 
abnormal behavior. They can also be used to analyze correlations between the regu-
larity of workers’ behavior and their levels of stress [15]. 
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Abstract. In this paper, a novel one dimensional harmonic retrieval (HR) algo-
rithm is proposed, which can be applied in additive colored Gaussian or non-
Gaussian noise when the frequencies of the harmonic signals are closely spaced 
in frequency domain. Resorting to the blind source separation (BSS) based 
harmonic retrieval model, the main algorithm is developed mainly using the 
wavelet packet (WP) decomposition approach, where the criterion is formed as 
the cumulant based approximation of the mutual information (MI) for the  
selection of optimal sub-band of WP decomposition with the least-dependent 
components between the same nodes. Simulation results show that the proposed 
algorithm can retrieve the harmonic source signals and yield good performance. 

Keywords: Blind source separation (BSS) · Harmonic retrieval (HR) · Wavelet 
packet (WP) · Mutual information (MI) 

1 Introduction 

The one- and multi-dimensional harmonic retrieval (HR) problem arises in various 
areas of physical systems including communications, geophysics and radar signal 
processing, which has been an active research area during the past few decades [1-4]. 
HR in additive colored noise is one of important research topics in which the number 
of harmonics and their frequencies often need to be estimated from noisy data accu-
rately, especially when the frequencies of the harmonic signals are very close in fre-
quency domain and corrupted with additive colored Gaussian or non-Gaussian noise. 

The realization of HR in additive noise includes traditional approach and modern 
methods. Traditional approach has been achieved by the Fourier transformation (FT), 
which is stability but the resolution of the solution is low. In order to increase the 
resolution of the spectral estimation, some modern methods have been developed, but 
all these methods have low signal-to-noise ratio (SNR). 

In addition, most HR approaches either assumed white noise and utilized correla-
tion based methods or assumed colored Gaussian noise and employed higher-order 
statistic based methods [2-3]. The former class methods generally assume that either 
the noise is white or its covariance matrix is given. Even though there has been some 
work addressing colored noise, typically, however, the noise is colored and a priori 
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knowledge (or an estimate) of the noise covariance matrix is unavailable. By exploit-
ing the fact that higher-than-second-order cumulants are zero for Gaussian processes, 
several researchers have demonstrated that cumulant-based HR methods can suppress 
the effect of colored Gaussian noise [2-3]. In all these methods, it is common assumed 
that the additive noise has Gaussian distribution or non-Gaussian distribution but the 
model of the noise must be restricted. 

The resolution of the classical power spectrum estimators for HR is of order 1/T , 
where T  is the effective window length. In contrast, the resolution of the periodogram 
is 1/ Q , where Q  is the data length, and since T Q<< , the periodogram exhibits 

higher resolution than the classical power spectrum estimators. But, the choice of the 
window function dictates the resolution-variance tradeoff. When the frequencies of 
harmonic signals are closely spaced in frequency domain, the problem can’t get ideal 
identification results using the conventional HR methods.  

In this paper, we don’t presume the distribution, color and model of the additive 
noise except that it is stationary. The proposed HR algorithm is realized by using the 
wavelet packet (WP) decomposition approach and the popular used method called 
blind source separation (BSS), in addition, we just utilize a single channel mixture of 
the harmonic sources.  

2 Basic Model 

In general, the discrete noiseless one-dimensional real harmonic signals which contain 
P  sinusoids are modeled as follows: 

 
1

[ ] cos[ ] .
P

k k k
k

s k a kω ϕ
=

= +  (1) 

where P  is the number of the harmonic signals, ka  and kω  are the unknown con-

stants called amplitudes and frequencies, and i jω ω≠  for i j≠ , amplitudes are as-

sumed positive and 0 , 1, 2, ,i i Pω π< < =  . Additionally, the phases kϕ  are i.i.d. 

random variables uniformly distributed over ( , ]π π− . Due to the presence of noise, 

one observes a noise contaminated version of [ ]s k , namely 

 [ ] [ ] [ ] .x k s k n k= +  (2) 

where [ ]n k  is the additive noise which is stationary and statistical independent to 

harmonic signals. The problem of interest is to estimate harmonic number P  and 
their frequencies iω  using just the noisy observations [ ], 1, 2, ,x k t T=  . 

Let us denote the N  source signals by the vector T
1[ ] ( [ ], , [ ])Nk s k s k=s  , and 

the observed signals by T
1[ ] ( [ ], , [ ])Mk x k x k=x  . Now the mixing process of BSS 

can be expressed as  

 [ ] [ ] [ ] .k k k= +x As n  (3) 
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where the matrix [ ] M N
ija ×= ∈A R  collects the mixing coefficients. No particular 

assumptions on the mixing coefficients are been made. For technical simplicity, we 
shall also assume that all the signals have zero mean, but this is no restriction since it 
simply means that the signals have been centered. T

1[ ] ( [ ], , [ ])Mk n k n k=n   is a  

vector of additive noise. The problem of BSS is now to estimate both the source  
signals [ ], 1, ,js k j N=   and the mixing matrix A  based on observations of the 

[ ], 1, ,ix k i M=   alone [5-7]. 

Following the procedure of [8], we will build the basic real harmonic BSS model 
using just the one channel observed signal [ ], 1, 2, ,x k t T=   producing by equation 

(2). Utilizing equation (1) and equation (2), for arbitrary integer (1 )l l T≤ ≤ , we get 

 [ ] [ ] [ ] .k k k= +x As n  (4) 

where 

 

T

1 1 1

2 2 2

cos[ ]

cos[ ]
[ ]  .

cos[ ]P P P

a k

a k
k

a k

ω ϕ
ω ϕ

ω ϕ

+ 
 + =  
  + 

s


 (5) 

 1 2

1 2

1 1 1

cos cos cos
.

cos( 1) cos( 1) cos( 1)

P

PP P P

ω ω ω

ω ω ω

 
 
 =
 
 

− − − 

A




   


 (6) 

 

[ ] [ ]

[ 1] [ 1]1
[ ]  .

2

[ 1] [ 1]

n k n k

n k n k
k

n k P n k P

    
    + −    = +         + − − +    

n
 

 (7) 

The covariance of the noise [ ]kn  can be obtained as: 

 T

[0] [ 1] [0] [ 1]

[1] [ 2] [1] [ ]1
E{ [ ] [ ]}  .

2

[ 1] [0] [ 1] [2 2]

n n n n

n n n n

n n n n

r r P r r P

r r P r r P
k k

r P r r P r P
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 (8) 

where [ ]nr ⋅  is the correlation function of the channel noise signals. 

At the same time, we can get 0≠| A | , , , 1, 2, ,i k i k P∀ ≠ =  , and it is very inter-

esting that model (4) is a typical even-determined BSS model. Moreover, from equation 
(6), we notice that if we can identify the frequency of the harmonic signals successfully, 
the mixing matrix A  is then obtained directly. 
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3 Proposed Algorithm 

It is assumed that source signals are non-Gaussian and statistically independent when 
one utilizes ICA algorithms to solve the BSS problem (3). However, the independ-
ence property of source signals may not hold in some real-world situations. Among 
many extensions of the basic ICA models, sub-band decomposition ICA (SDICA) [9] 
assumes that each source signal is represented as the sum of some independent sub-
components and dependent subcomponents.  

As described above, BSS based HR problem (4) accords with the SDICA model 
well in appearance. Now, we will give the separation criteria using the idea of SDICA 
based on WP decomposition. In SDICA model, source signals can be represented as: 

 ,1 ,2 ,[ ] [ ] [ ] [ ] .i i i i Ls k s k s k s k= + + +  (9) 

where , [ ], 1, , , 1, ,i js k i N j L= =   are sub-band subcomponents. And the sub-

components are mutually independent for only a certain set of j . The observations 

are generated from the sources is  according to equation (4). Here we assume that the 

number of sources is equal to that of the observations and that the observations are 
zero mean. Similar to ICA, the goal of SDICA is to find the separation matrix 

1−W A , which estimates the original sources 

 [ ] [ ] .k k=y Wx  (10) 

where ˆ[ ] [ ]k k=y s  and ( ) Nt ∈y R . We shall assume that for certain set of j , sub-

bands in equation (9) are least dependent or possibly independent [9]. Under pre-
sented assumptions, the standard linear ICA algorithms can be applied to the selected 
set of j  sub-bands in order to learn demixing matrix W  as follows:  

 [ ] [ ] .j jk k=y Wx  (11) 

So, the problems to be resolved can be described as two separated problems: i) the 
preprocessing transform should be used to obtain sub-band representation of the 
original wideband BSS based HR problem (4); ii) the criteria should be constructed to 
select the set with least dependent sub-bands.  

In order to solve the BSS based HR problem (4), one can use any linear operator 
on [ ]ks  which will extract a set of optimal sub-bands. WP was introduced by  

Coifman et al. [10] as a generalization of wavelet in the sense that instead of dividing 
only the approximation space, as in the standard orthogonal wavelet transform, the 
detail spaces are also divided. Each source and noise signal can be expressed in terms 
of its decomposition coefficients as: 

 [ ] [ ]q q
ji ji qs k c kα α

α
ϕ= , [ ] [ ] .q q

ji ji qn k e kα α
α

ϕ=  (12) 

where the indexes , , ,q j i α  represent the scale level, the sub-band index, the source 

index and the shift index, respectively, herein 1, 2, ,2qj =  . [ ]q kαϕ  is the chosen 
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wavelet and q
jic α , q

jie α  are the corresponding decomposition coefficients. If we choose 

the same representation space as for the source signals, each component of the observed 
signals x  can be written as 

 [ ] [ ] .q q
jm jm jx k d kα α

α
ϕ=  (13) 

where m  is the observed signal index. Let vectors T
1 2[ , , , ]q q q q

j j j jNc c cα α α α=c  , 
T

1 2[ , , , ]q q q q
j j j jNe e eα α α α=e   and T

1 2[ , , , ]q q q q
j j j jMd d dα α α α=d   be constructed from the 

l -th coefficients of the sources, noises and mixtures, respectively. From equation (12) 
and (13) using the orthogonally property of the functions [ ]q kαϕ , one obtains 

 .q q q
j j j= +d Ac e  (14) 

Then, the estimation of the mixing matrix is performed using the decomposition 
coefficients T

1[ , , ]q q q
j j jMd d=d   of the mixtures corresponding a special shift index 

α . Also, when the noise is present, equation (14) becomes approximately,  

 .q q
j jd Ac  (15) 

From equation (4) and (14) we can see that the relation between decomposition co-
efficients of the mixtures and the sources is exactly the same as in the original domain 
of signals. From equation (12), (13) and (15), we obtain:  

 .q q
j j=x As  (16) 

The sub-bands selection with most independent components js  can be done by 

using the measure MI between the same nodes in the WP trees. Under weak correla-
tion and weak non-Gaussian assumptions, it has been shown in [11] that MI can be 
approximated via small cumulant approximation of the Kullback-Leibler (KL) diver-
gence as 

 
1 2

1 2

2 2
1 2

0 3 1

1 1 1
( , , , )  .

4 2 ! r

r

N
q q q q
j j j jN nl i i i

n l N r i i i
n l

I x x x c c
r≤ < ≤ ≥ =

≠

+   


   (17) 

where 
1 2

2

ri i ic   denotes square of the related r -th order cross-cumulant and 1 2 ri i i  

denotes the partition of indices such that they are not all identical and nlc  denotes 

cross-cumulant or second-order cross-cumulant. But in order to estimate the MI in 
equation (17), one must estimate the joint probability density function (PDF) of the 
mixtures which is a difficult task in practice. So we will use another method to  
estimate MI as proposed in [5-7], and 1 2( , , )q q q q

j j j jNI x x x  was approximated by the 

sum of pairwise independences. Approximation of the joint MI by the sum of pair-
wise MI is commonly used in the ICA community in order to simplify computational 
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complexity of the linear instantaneous ICA algorithms. Then, the approximation of 
MI by the sum of pair-wise MI is described as follows [11]: 
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where cum( )  denotes second, third or fourth-order cross-cumulants. 

After the analysis of the model and approximation of the MI estimator 

1 2( , , )q q q q
j j j jNI x x x , we now build the separation criteria using WP decomposition 

method based on the built BSS HR model (4).  
Once the sub-band is selected, we obtain either estimation of the inverse of the 

separation matrix W  or estimation of the basis matrix A  by applying standard ICA 
algorithms on equation (14). Reconstructed source harmonic signals ŝ  are obtained 
by the estimated mixing matrix as model (5). 

4 Simulation Results 

In order to confirm the validity and performance of the proposed one-dimensional HR 
algorithm-WP-BSS-HR, simulations using Matlab are given below with four source 
signals which have different waveforms and contaminated with additive noise. The 
example demonstrates the comparisons of the proposed WP-BSS-HR algorithm with 
the classic HR MUSIC algorithm [1, 2] and fastICA algorithm [5] directly at different 
SNR levels. The four source signals are generated as follows: 

1 1 2 2[ ] 0.3cos[2 /1024 1.1]; [ ] 0.7 cos[2 /1024 1.8];s k kN s k kNπ π= + = +  

3 3 4 4[ ] 1.2cos[2 /1024 1.1]; [ ] 0.5cos[2 /1024 0.5].s k kN s k kNπ π= + = +  

where 1 50N = , 2 170N = , 3 290N = , 4 410N = . The source signals were contami-

nated with additive moving average (MA) (2) noise. The mixed harmonic signals in 
noise is generated by the BSS based HR models. 

Simulation results over 200 independent trials are given in Table 1 using three 
methods referred above. Obviously, the WP-BSS-HR algorithm outperformed  
the fastICA algorithm and MUSIC algorithm at different SNR levels, as expected, the 
proposed algorithm is robust even in low SNR. 
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Table 1. Right frequency detection rates (if in one experiment the frequency emerges more 
than one time, it should be recorded as only one time) of the proposed WP-BSS-HR algorithm 
after 200 simulation experiments at different SNR levels. The corresponding results of fastICA 
algorithm and MUSIC algorithm are also given. 

 source 1 source 2 source 3 source 4 

10dB 
WP-BSS-HR 100% 100% 100% 100% 

fastICA 80% 89% 79.5% 82% 
MUSIC 100% 100% 100% 100% 

5dB 
WP-BSS-HR 100% 100% 100% 100% 

fastICA 85% 82% 73.5% 69% 
MUSIC 100% 100% 100% 100% 

0dB 
WP-BSS-HR 100% 100% 100% 100% 

fastICA 75% 71.5% 58% 67% 
MUSIC 95% 95.5% 94% 95.5% 

-5dB 
WP-BSS-HR 100% 100% 100% 100% 

fastICA 65.5% 51% 49% 38.5% 
MUSIC 69.5% 65% 67% 70% 

-10dB 
WP-BSS-HR 100% 100% 100% 100% 

fastICA 50% 41% 41.5% 33% 
MUSIC 61% 56.5% 53.5% 45.5% 

-15dB 
WP-BSS-HR 83% 88.5% 82% 89% 

fastICA 38% 27.5% 43% 42% 
MUSIC 50.5% 41.5% 39% 44% 

-20dB 
WP-BSS-HR 75% 80% 71% 74.5% 

fastICA 39% 38.5% 33% 36% 
MUSIC 40% 31.5% 37% 35.5% 

5 Conclusions 

HR in additive colored Gaussian or non-Gaussian noise, especially when the frequen-
cies of the harmonic signals are closely spaced in frequency domain, is a frequently 
encountered problem in many signal processing problems. In this paper, we devel-
oped a BSS and WP decomposition based algorithm from linear mixtures of harmonic 
signals using only one observed channel signal. The algorithm can be seen as a new 
avenue to treat HR problem. There are two conclusions, firstly, based on the BSS 
based HR model, we proposed the HR algorithm called WP-BSS-HR using the WP 
decomposition method. Secondly, we gave some extensive simulations, the simula-
tion results show that the proposed WP-BSS-HR algorithm could separate or extract 
the harmonic source signals and yield good performance. 
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Abstract. Underdetermined blind speech signal separation is a widespread case 
of blind source separation. Underdetermined blind signal separation is the case 
that the number of sensors is less than the number of sources. A two-step  
method is used to solve the underdetermined blind speech signal separation, but 
it has some shortcomings that are weak noise defense, bad signal sparsity, et al. 
This paper focuses on the study of sparse signals. Then we proposed a smooth-
ing method to improve the shortest path method. The improved shortest path 
method can remove the false peaks potential function and enhance the accuracy 
of the mixing matrix estimation. At last, we gained the accurate estimation of 
the sources by the improved shortest path method. 

Keywords: Blind signal separation · Mixing matrix · Potential function ·  
Underdetermined system · Sparse signals 

1 Introduction 

Blind speech signal separation can be widely used in robot control [1], speech recog-
nition [2], digital communication [3], et al. The determined blind speech signal sepa-
ration is nearly perfect, but the undetermined speech signal separation only has a few 
methods [4-6], among which Bofill firstly proposed a two-step method [7]. The me-
thod derives a series of new algorithms. The first step is to estimate the mixing matrix 
through the linear clustering characteristic of the sparse signal and the second step  
is to estimate source through the mixing matrix and signal sparse constraints. If the 
mixing matrix isn’t estimated accurately, we cannot gain accurate estimated sources. 
The more accurate the mixing matrix is estimated, the more accurate the sources are. 
Because the estimation of the mixing matrix is related to the sparsity of the speech 
signal [8], the sparsity of the speech signal must be studied in the paper. 

2 The Mathematical Models and the Analysis of Signal Sparsity 

There are two kinds of mathematical models for the underdetermined system. One 
contains noise, the other doesn’t contain noise. The model used in this article is the 
former, whose math equation is as follows. 
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=x As   is the mixing process, Figure 2 is a two mixed speech signals time domain 
scatter plot, Figure 3 is the scatter lot of mixed signal made by short-time Fourier 
transform, Figure 4 is the scatterplot of mixed signal made by wavelet transform. 
 

 

Fig. 3. Frequency Domain scatter plot 

 
 

Fig. 4. Single wavelet transform scatter plot 

As is shown in the Figure 2,3 and 4 the sparsity of the time-domain speech signal is 
the poorest and the transformed signals has better sparsity and better  linear clustering. 

3 Estimating the Mixing Matrix Based on the Potential 
Function 

Bofill [11] has been proposed theory to estimate  the mixing matrix A .When mix-
ture space is a plane and directions can be parameterized using the angleθ in polar 
coordinates.  
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A global potential functionφ was defined over the absolute angleθ as follows. 
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Bofill used a parameter λ  to adjust the desired angular width or resolution of the 

local contributions and used a weight tl  to put more emphasis on the more reliable 
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-8 -6 -4 -2 0 2 4 6 8
-8

-6

-4

-2

0

2

4

6

8

-0.03 -0.02 -0.01 0 0.01 0.02 0.03
-0.03

-0.02

-0.01

0

0.01

0.02

0.03



400 S. Lv et al. 

column vector of the mixing matrix. We can get the mixing matrix column vector. 

( ) ( )cos ,sin
T

i i iθ θ=   a
                    

(7) 

1,2,...,i npeak= , npeak is the total number of peaks, iθ  represents the i-th 

peak angle, then the mixing matrix A can be got as follows. 
~

1 2, ,..., npeak =  A a a a                   (8) 

The potential function through the way above may appear false peak, as is shown in 
figure 5. In order to avoid such false peaks appearing, a multi-point smoothing me-
thod is proposed, that is to calculate the average of the series points of the potential 
function. When we compute the next point of the new potential function, the sample 
point of the former potential also moves forward. Finally, we have the smoothing 
method. 

( ) 1 1( ... ... )/ 2j n j n j j n j nb j a a a a a n− − + + − += + + + + +                 (9) 

After the potential function is smoothed, to some extent the false peaks will be re-
strained, Figure 6 is figure5’s 50-point smoothing.  

Fig. 5. The potential function 

 
Fig. 6. The smoothed potential function 
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4 The Improved Shortest Path Method 

When we know the given mixing matrix A and the observed signal x , the original signal 
is assumed to be sparse, we can’t have the only estimation of the sources. We can max-
imize a posteriori likelihood method to estimate the source signals. Maximizing a post-
eriori likelihood problem can be converted into a linear programming problem [11]: 

( ) ( ) ( )
1 1

,
T N

j
t j

min s t t t
= =

= As x              (10) 

In the transform domain, the equation becomes: 

( ) ( ) ( )
~ ~ ~
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j
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min s t t t
= =

= A s x              (11) 

The shortest path method is a common way to achieve the estimated signals[11]. 
The shortest path method is described in equation (11), we find the shortest path from 

the origin o   to ( )x t  is the vector a and b . The sketch map is shown as figure 7. 
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Fig. 7. The sketch map of the shortest path method 
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This method is computationally intensive, the situation may also occur irreversible. 
After we remove the signals whose energy is relatively small or weak, the classifica-
tion approaches can reduce the amount of calculation and improves the classification 

results. In order to achieve better separation effect, setting ( )0.1*max tr l= , 

tl r<  would make the values of these points zero [12]. 

Based on the principle of frequency masking method, we remove the points around 

vectors ia  and these points must satisfy the condition as follows. 

( ) ( )2 1 3 2

1 1

6 6a a a aθ θ θ θ θ− ≤ ≤ −                   (13) 
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The observation signals x  is obtained through the mixing process =x As , 
whose waveforms are shown in Figure 9. 

Figure 9 shows two channel signals through wavelet transform, the potential  
function is shown in figure 10. 

Through the potential function in figure 10, the mixing matrix 
~

A can be got. 
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. We fined the two 

matrices are very close. We get the estimation of the sources through the improved 
shortest path method and the result is shown in the figure 11. 

Figure8 is compared with figure 11 and we fined the estimated waveform and the 
sources are very close. 

Table 1. Results of Bofill’s method in reconstruction ratio of the separation  dB 

The number of 
signal sources 1y  2y  3y  4y  5y  

2 27.7 24.7    
3 25.8 22.1 19.4   
4 21.7 19.4 15.7 16.6  
5 12.4 12.7 10.4 11.7 9.8 

Table 2. Improved method in reconstruction ratio of the separation results  dB 

The number of 
signal sources 1y  2y  3y  4y  5y  

2 34.9 32.6    
3 29.2 28.4 24.6   
4 25.3 24.7 20.7 21.2  
5 20.4 19.5 15.7 15.8 13.5 

Judging from the value of the reconstruction ratio, we find in the same number of 
the source, the separation results of this paper's method is larger than the separation 
results of Bofill. This paper describes that our method has a greater improvement than 
the method of Bofill. With the number of signal source increasing, the reconstruction 
radio gradually decreases, because with the increase in the number of source signals, 
signal sparsity declines. In the case of too many sources, this method cannot achieve 
mixed signal separated. 

6 Conclusions 

In this paper, we studied the speech signal’s sparsity and improved the shortest path 
method. The signals through STFT and wavelet transform have stronger sparsity.  
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The improved shortest path method smoothes the potential function and more accurate 
mixing matrix can be got. At last, we get better separation result than Bofill’s method. 
Our method has better robustness and anti-interference ability. This method uses only 
two observed signals. As is known to all the less observed signals are, the more 
sources are separated. The method is more practical and it does not require much 
sensor acquisition speech signals in practice.  
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Abstract. Linear underdetermined blind source separation (UBSS) is a useful 
but difficult problem for its illness settings. In this paper, based on compressed 
sensing (CS) theory, the model inherent connections between UBSS and CS is 
analysed on the basis of sparsity of the source signals. The mathematical model 
of underdetermined blind source recovery by CS is built. In order to build the 
estimated measurement matrix, the source number and mixing matrix are esti-
mated using the refined clustering procedure based on unsupervised robust C 
prototypes (URCP) method, the measurement matrix and the measurement 
equation are obtained according to the proposed combined underdetermined 
blind source recovery model. Then, the proposed blind compressed recovery 
(BCR) algorithm is derived based on the signal sparse compressive sampling 
matching pursuit (SSCoSaMP) scheme, which realizes the reconstruction of the 
underdetermined sparse source signals efficiently. Simulations are provided to 
show the effectiveness of the proposed method using artificial data. 

Keywords: Underdetermined blind source separation (UBSS) · Compressed 
sensing (CS) · Sparse representation (SR) · Compressive sampling matching 
pursuit (CoSaMP) · Unsupervised robust C prototypes (URCP) 

1 Introduction 

Linear underdetermined blind source separation (UBSS) problem is a common issue 
in practice [1]-[6]. In this case, the inverse of mixing matrix does not exist and, con-
sequently, a solution for source estimation should also be found even if the mixing 
matrix has been estimated, which makes the conventional independent component 
analysis (ICA) based BSS algorithm cannot separate or extract all the potential source 
signals successfully. To dispose of linear UBSS problem, some a priori information 
should be resorted, a powerful framework for solving linear UBSS is to exploit the 
sparsity of source signals in a given signal representation dictionary, which is called 
sparse component analysis (SCA) [6]. 

There are mainly two kinds of methods to treat UBSS using SCA, the first one is to 
estimate the mixing matrix and source signals simultaneously [7], and the second one 
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is the so called two-stage method, where the mixing matrix is estimated in the first 
stage assuming that the source signals can be sparse represented in some basis or 
dictionaries and then the source signals are recovered in the consequent stage [8].  

The two-stage approach is an attractive and intuitive method that has attracted 
much more attentions compared with the first method. Moreover, the overwhelming 
majority natural source signals have the inherent sparsity properties. Sparse represen-
tation (SR) of natural signals on a specific set of basis or dictionary has emerged as 
one of the leading concepts in a wide range of signal processing applications owing to 
the new sampling theory, compressed sensing (CS) [9]-[12], which provides an alter-
native to the Nyquist-Shannon sampling theory. 

In this paper, following the two-stage strategy, we will combine the model of linear 
UBSS with CS, according to analyzing the model inherent connections between them, 
the mathematical model of underdetermined blind sparse signal reconstruction is con-
structed. Essentially, the linear UBSS is a form of compressive sampling, so we con-
sider the linear UBSS problem directly from the compressed mixtures obtained from 
CS measurements, that is, instead of solving the UBSS problem in high dimensional 
data domain, but in a low dimensional measurement domain. But how to design the 
measurement matrix is not trivial. On the other hand, the source separation process is 
somehow equivalent to the sparse signal recovery problem confronted in CS and the 
efficient signal sparse compressive sampling matching pursuit (SSCoSaMP) [13] 
algorithm will be applied to the underdetermined blind sparse signal reconstruction 
model to realize the source signals recovery even if the sparse dictionary is truly  
redundant and not orthogonal anymore. 

In this paper, at first, the source number and mixing matrix will be estimated using 
the unsupervised robust  prototypes (URCP) [14], the measurement matrix and the 
measurement equation can be obtained according to the proposed combined mathe-
matical model of underdetermined blind sparse signal reconstruction. Then, the  
proposed blind compressed recovery (BCR) algorithm is derived based on the SSCo-
SaMP method [13], which realizes the reconstruction of the underdetermined sparse 
source signals. Simulations of artificial data and real-world data are provided to show 
the effectiveness of the proposed BCR algorithm.  

2 Combined Mathematical Model 

BSS is the process of separating a set of unknown original source signals from the 
observed mixtures without any knowledge about the mixing process or the source 
signals [15]. The linear BSS problem can be described as: 

  . (1) 

where  are the observed signals,  

are the unknown latent source signals.  is the unknown mixing matrix with 
full row rank and .  is the additive noise. In this paper, we consider the noise-
less case, that is .  
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The main objective of BSS is to estimate the mixing matrix  and the source 
signals . In general, the performance of the conventional BSS methods is poor to 
UBSS problem and SCA methods are used alternative [1]–[8]. In addition, generally, 
most signals are not sparse in the original domain, but they may be sparse in another 
linear transformed domain.  

Taking  linear measurements of a signal  corresponds to applying a 
measurement matrix ,  

  . (2) 

where the vector  is the measurement vector. The main interest is in the 
vastly undersampled case . Without further information, it is, of course, 
impossible to recover  from  since the linear system (2) is highly underdeter-
mined. However, if the vector  is sparse, then the situation dramatically changes. 
This leads to finding the sparsest solution to the -minimization of the underdeter-

mined problem: 

  . (3) 

Unfortunately, this combinatorial minimization problem is NP-hard in general and 
computationally intractable [17]. If signal  is not sparse in the original analysis 
domain, from the theory of harmonic analysis,  can be expressed as: 

  . (4) 

which implies . In practice, the signal  is not measured directly, 

alternatively, we measure their linear projections: 

  . (5) 

using an  measurement matrix , the matrix  is called 
sensing matrix.  can be treated as the measurements of sparse signal  projection 
on the sensing matrix . It is shown that if the matrix  satisfies the restricted 

isometry property (RIP) on K-sparse vectors, then we can use  

measurements and perform the -minimization by linear programming instead of the 

-minimization [18], that is: 

  . (6) 

There are approximately three practical methods to solving sparse reconstruction 
problems (3) and (6) in the literatures: 1) Convex optimization algorithms; 2) Combi-
natorial algorithms; 3) Greedy algorithms, which proved to give equivalent solutions 
to Eq.(3) with high probability such as orthogonal matching pursuit (OMP) [19]  
and compressive sampling matching pursuit (CoSaMP) [20] algorithms. The greedy 
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algorithm is in some sense a good compromise between those extremes concerning 
computational complexity and the required number of measurements. 

Considering the general BSS model (1), rewrite source signals in matrix form as 
, similarity, the observed signals are , the relationship between source signals 

and observed signals can be described as: 

  . (7) 

Assuming that the data length is , we can get: 

  . (8) 

  . (9) 

where  and  respectively. According to Eq.(8) and Eq.(9), Eq.(7) 

can be described as: 

  . (10) 

where  and .

 So, Eq. (10) is the measurement equation of CS,  is the measurement vector, 

 is the measurement block matrix and  is the source signals. If 

the source signals are sparse under some sparse dictionary, that is, 

, then Eq.(10) is the typical CS model. If the mixing matrix  

has been estimated, we can get the estimated measurement matrix , that is: 

. The mathematical model for the linear underdetermined blind source recov-
ery using CS can be summarized as: 

Given observed signals  and estimated measurement matrix , seeking 

sparse source signals  which satisfies , where  can be decomposed as 

 and  is the proper sparse dictionary,  are the K-sparse signals. 
In the next two sections, the measurement matrix is first estimated, then the source 

signals will be reconstructed using the efficient CS sparse signal recovery method. 

3 Measurement Matrix Construction 

One of the main tasks of UBSS problem is the identification of line orientations vec-
tors from the observed mixed signals, so the sparsity is a basic requirement for good 
estimation of the source number and mixing matrix. In this case a possible solution is 
to look for a linear sparse transformation  such that the new representation of the 

data is sparse. In this paper, we suppose that we have an optimal approach to get the 
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SR of the source signals, and then the sparsity can be utilized to estimate the source 
number and mixing matrix from the mixtures. 

Before estimating the mixing matrix, one must know or accurately estimate the 
number of source signals. The BSS problem with an unknown number of source sig-
nals is an important practical issue that is usually skipped in many papers by assum-
ing that the number of source signals is known or equal to the number of mixtures. In 
practice, however, such an assumption does not often hold. In this section we will 
exploit the refined clustering procedure based on URCP algorithm [21]. The pro-
posed procedure can automatically estimate the number of source signals and mixing 
matrix simultaneously efficient.  

Note that the values of threshold parameters  and  should be selected 

properly according to the practical applications in advance.  As stated in [21], for 
example, if the source signals are not sparse enough or the environment is noisy, a 
small value should be selected for  while a large value for . 

4 SSCoSaMP Based BCR Algorithm 

In this paper, we consider to use a greedy type method called SSCoSaMP, which 
considers the situation where the sparse dictionary is truly redundant or overcomplete 
by utilizing the -RIP, a condition on the sensing matrix similar to the well-known 
RIP on measurement matrix of CS. In contrast to prior work, the SSCoSaMP algo-
rithm is “signal-focused”, that is, they are focused on recovering the source signal 
rather than its sparse dictionary coefficients [13]. 

After the work done in section 2 and section 3, we can obtain the estimation of 
mixing matrix, then according to Eq.(10), the mathematical model of underdeter-
mined blind sparse signal reconstruction using CS can be derived too. Next, based on 

the obtained measurement signal  and measurement matrix . 

Note that, the approaches searching for near-optimal supports  are not 

arbitrary [13], [22], for cases where the nonzero elements of  are scattered well, 
the OMP and -minimization algorithm can be chosen as the optimal  

solvers under the SSCoSaMP  framework. On the contrary, when the nonzero ele-
ments of  are clustered, the CoSaMP based  solvers and corresponding 

SSCoSaMP algorithm perform well. 

5 Simulations 

The proposed BCR algorithm includes two parts: estimating source number and mix-
ing matrix simultaneously to form the measurement matrix of CS and reconstructing 
the original sparse source signals. So, we will consider these two aspects in the simu-
lations. We will firstly give an experiment to demonstrate the efficiency of the pro-
posed mixing matrix estimation method and the sparse source signals reconstruction 
method to artificial data, and then a comparison simulation is demonstrated to show 
the performance of the proposed algorithm to conventional UBSS algorithm. In all the 
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two experiments, we set  and , we also assume that the source 

signals are sparse, so the dictionary . 
In order to show the ability of the proposed algorithm in identifying the source 

number and estimating the mixing matrix, the following numerical experiment is 
carried out in underdetermined cases. The data length of the four artificial sparse 
source signals is 1024. All source signals have different spike numbers which are 12, 
15, 16 and 20, where the spike numbers means the numbers of non-zero elements for 
different source signals. The spike locations are chosen in random. The mixing matrix 

 is set as . The mixed signals are generated using the 

mixing matrix . To check how well the mixing matrix can be estimated, we use 
the normalized mean square error (NMSE) in dB as a performance index [16]. 

Using the proposed URCP based refined clustering algorithm, we can obtain the 

estimation of source number and the mixing matrix  with best performance. Be-
cause of the ambiguity of the estimated mixing matrix and the true one, before calcu-

late the estimation error, we must adjust the sign and order of the columns of  to 
make it corresponds to . After these procedures, the estimated mixing matrix can 

be obtained as . After 100 simulations, the 

average result of the performance index of  is dB. 

For comparison, we use the single-source-points (SSPs) algorithm proposed in [16], 
using the same mixing matrix  as above, similarly, after 100 simulations, the av-
erage result of the performance index of is  dB. It 

should be note that the SSPs algorithm must know the accurate source number before 
execution. From the experiment results, we can conclude that the proposed BCR algo-
rithm for mixing matrix and source number estimation can works well. 

In order to testify the performance of the proposed BCR algorithm, a comparison 
of the proposed BCR algorithm with conventional UBSS algorithm is presented, we 
demonstrate an experiment that separate 4 sparse source signals from 2 mixtures. The 
data length of the source signals is 1024. All source signals have different spike num-
bers which are 15, 25, 35 and 45. The compared conventional UBSS algorithms are 
chosen as the popular time-frequency ratio of mixtures (TIFROM) algorithm [23],  
[24] and the degenerate unmixing estimation technique (DUET) algorithm [25].  

In order to compute the , in this experiment we also use OMP as the  

optimal solver to execute the proposed SSCoSaMP algorithm to reconstruct the sparse 
source signals. The experiment settings of TIFROM and DUET algorithm are tuned to 
the best performance. We repeat each of the experiment 100 times and calculate the 
average performance. Table 1 gives the average simulation results. In Table 1, the 
reconstruction performance index S/N is the signal-to-noise ratio of the error between 
source signals  and their estimates , which is calculated to measure the 

accuracy of the estimations of the source signals and defined as [26]. As shown in 
Table 1, the proposed BCR algorithm can successfully reconstruct the sparse source 
signals and has better performance than TIFROM and DUET algorithms. 
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Table 1. The comparison results of the proposed BCR algorithm with TIFROM algorithm and 
DUET algorithm of four sparse source signals: S/N(dB) 

Algorithm S/N (dB) 
source 1 source 2 source 3 source 4 

BCR 61.52 59.68 57.31 55.44 
TIFROM 18.25 19.33 17.21 16.67 

DUET 16.32 17.14 15.80 14.60 

6 Conclusions 

In this paper, we build the underdetermined blind source recovery mathematical 
model using CS. We develop the source number and mixing matrix estimation 
method based on refined clustering procedure using URCP algorithm. Then, the 
measurement matrix is constructed. Consequently, the proposed blind compressed 
reconstruction algorithm is derived based on the SSCoSaMP method to realize the 
reconstruction of the underdetermined sparse source signals. Simulations show the 
effectiveness of the proposed method for artificial data, some comparisons with the 
state-of-the-art algorithms are also provided. 
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Abstract. Questions of simulation of established conditions of swarm
automatic monitoring systems, which include number of assemblies and
blocks been operated according to a local cyclic program are consid-
ered. Sample cyclic program, which provides switches on/off board equip-
ment for monitoring is formed. Simplification of sample cyclic program
is obtained. With use of semi-Markov matrix, which circumscribe sample
cyclic program, densities of times of active and passive states of equip-
ment is obtained. Formulae for evaluation of probabilities of active and
passive states of pre-determined quantity from common number of swarm
monitoring units are received.

Keywords: Swarm monitoring system · Unit of swarm monitoring
system · Cyclic program · Semi-markov process · Ergodic process ·
Switches on/off · Active state · Passive state · External observer

1 Introduction

At present swarm automatic monitoring systems are widely used for observation
of scenes in areas of ecology and technogenic disasters, military conflicts, intense
building of large objects etc. For ensuring of most full coverage of observed
territory by fields of vision of monitoring units there are used complexes of units,
both stationary and mobile, such as mobile robots, marine robots, unmanned
aerial vehicles etc. Control of complexes is done from point of management, to
where data from all sensors is transmitted [1].

Distinctive feature of such systems is that every monitoring unit operates
autonomously in accordance with a program, which is embedded to its onboard
computer. Program operates on cyclic algorithm, One of algorithm’s command
transfers onboard sensors in active state, and other command switches off sensors
until the next transferring of it in active state [2].

During operation of swarm monitoring systems emerging two problems. First
of it is the problem of covering with sensor fields of view the proper square in
current time. The second problem consists in limitation of capacity of commu-
nication channel through which information from monitoring units arrives to
operator observer. Due to the fact, the task of evaluation number of active units
in current time is quite actual.
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 415–422, 2015.
DOI: 10.1007/978-3-319-20472-7 45
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2 Mathematical Model

For solving the problem of evaluation of state of swarm monitoring system one
can assume that group includes k units of hardware. Unit with number k operates
in accordance with k-th cyclic program and every state of k-th cyclic program is
linked with state of k-th unit. For external observer switches to adjacent states of
cyclic program have a stochastic nature. Time of presence in states is accidental
too. So in common, operation of a swarm monitoring system may be described
with the next formalism:

M = {M1, . . . , Mk, . . . , MK} , (1)

where Mk - is the model of operation of k-th unit of swarm.
Natural formalism for description of k-th unit of group is semi-Markov sub-

process [3,4] of the form

Mk = {Ak, Rk, hk (t)} , (2)

where Ak =
{
a1(k), . . . , aj(k), . . . , aJ(k)

}
- is a set of states of k-th cyclic

program; Rk =
[
Rj(k),n(k)

]
- is the adjacency matrix having the size J (k)×J (k),

which describes a structure of k-th cyclic program; hk (t) - semi-Markov matrix
having the size J (k)×J (k) which specifies stochastic and temporal parameters
of k-th cyclic program implementation;

Rj(k),n(k) =

{
1, if from the state aj(k) one can to switch to the state an(k);

0, if from the state aj(k) one cannot to switch to the state an(k);

h (t) = p ⊗ f (t) =
[
pj(k),n(k) · fj(k),n(k) (t)

]
; (3)

pk =
[
pj(k),n(k)

] − is the stochastic matrix, which defines probabilities of
switches from the state aj(k) to the state an(k); fk (t) =

[
fj(k),n(k) (t)

]
- is the

matrix of densities of time of presence of k-th semi-Markov sub-process in state
aj(k), if after that it switches to the state aj(k).

On elements of the adjacency matrix, the stochastic matrix and the matrix
of time densities next restrictions may be imposed:

pj(k),n(k) = 0, if rj(k),n(k) = 0;

J(k)∑

n(k)=1

pj(k),n(k) = 1 for all 1 � j(k) � J(k); (4)

fj(k)n(k) (t) = 0 if t � 0.

In such a way, taking into account accepted restrictions all K semi-Markov
processes, included in set (1) are ergodic ones, and structures of it are charac-
terized by strongly connected graph.

Control of switching on monitoring hardware is defined with one of states
of cyclic program. Without loss of generality, one can accept that in all cyclic
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programs state a1(k) switches on the hardware, and am(k) switches of it. This
assumption leads to the next additional restrictions laid on semi-Markov pro-
cesses Mk (fig. 1)

in sets Ak –

Ak =
{
a1(k)

} ∪ {
a2(k), . . . , aj(k), . . . , am(k)−1

} ∪ {
am(k)

} ∪
{
am(k)+1, . . . , ai(k), . . . , aJ(k)

}
;

in the adjacency matrix Rk and semi-Markov matrix hk (t) –

Rj(k),n(k) = 0 and hj(k),n(k) () = 0, if 1 � j (k) � m (k) − 1 and n (k) = 1,
or if j (k) = 1 and m (k) � n (k) � J (k) ,

or if 2 � j (k) � m (k) − 1 and m (k) + 1 � n (k) � J (k) ,

or if j (k) = m (k) and 1 � n (k) � m (k) − 1,

or if m (k) + 1 � j (k) � J (k) and 2 � n (k) � m (k) − 1,

or if m (k) � j (k) � J (k) and n (k) = m (k) .

A rest elements of adjacency matrix Rk and semi-Markov matrix hk (t) take
such a value as to ensure an ergodicity of semi-Markov process

Fig. 1. A graph of control of switching on/off of monitoring hardware

Additional restriction is determined to the fact that in correctly designed
cyclic algorithm a switching on the hardware must follow a switching off, and
a switching off must follow a switching on. Twice in row hardware mast not be
switched on or off.

3 Evaluation of Time Intervals

Let us evaluate time intervals between both switching on - switching off and
switching off - switching on [5,6].
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For evaluation of on/off time interval let us exclude from matrices Rk and
hk (t) columns and rows with numbers from [m (k) + 2]-th till J (k)-th. As a
result squire matrices onRk and onhk (t) of size m (k) × m (k) are obtained.

A time of hardware switching on is defined as time density of semi-Markov
process onhk (t) achievement of state m(k) from the state 1(k) with use of depen-
dence

onfk (t) =
∞∑

r=1

�−1
[
onI1 [� [onhk (t)]]r onIm(k)

]
, (5)

where onI1 - is the row vector, which consists of m(k) elements, first of which is
equal to one and others are equal to zeros; oonIm(k) - is the column vector which
consists of m(k) elements, last of which is equal to one and others are equal to
zeros; � [. . .] �−1 [. . .] - direct and inverse Fourier transforms respectively.

For evaluation of off/on time interval let us exclude from matrices Rk and
hk (t) columns and rows with numbers from second till [m (k) + 2]-th. As a result
squire matrices onRk and onhk (t) of size [J (k) − m (k) + 2]×[J (k) − m (k) + 2]
are obtained.

A time of hardware switching off is defined as time density of semi-Markov
process offhk (t) achievement of first state m(k) from the state m(k) with use
of dependence

offfk (t) =
∞∑

r=1

�−1
[

offIm(k)

[� [
offhk (t)

]]r offI1

]
, (6)

where offIm(k) - is a row vector which consists of J (k) − m (k) + 2 elements,
second of which is equal to one, and others are equal to zeros; offI1 - is a column-
vector, which consists of J (k)−m (k)+2 elements, first of which is equal to one
and others are equal to zeros.

For time densities fon (t) and fon (t) may be found expectations

onTk =

∞∫

0

t · onfk (t) dt; offTk =

∞∫

0

t · offfk (t) dt. (7)

4 Simplified Semi-Markov Process

In such a way common semi-Markov process (1), which describes states of swarm
gets especially simple form (fig. 2) [7]:

M ′
k =

{{
b1(k), b2(k)

}
,

(
0 1
1 0

)
,

[
0 onfk (t)

offfk (t) 0

]}
; 1 � k � K,

where b1(k) - is the state, which complies to switched on k-th unit; b2(k) - is the
state, which complies to switched off k-th unit.
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Fig. 2. The simplified form of semi-Markov process (1)

In established routine for external observer probabilities of “on” and “off”
states of hardware in current time are equal to

onpk =
onTk

onTk + offTk
; offpk =

offTk

onTk + offTk
. (8)

Let us define probabilities of l from K “on” states of swarm monitoring system
(0 � l � K). Let us produce set NK K-digit binary natural numbers,
k-th digit of which, σk, is fasten to k-th unit and can get two meanings:

σk =
{

0, if k -th unit is in “on” state;
1, if k -th unit is in “off” state. (9)

Let us select from the set NK a subset N l
K ⊂ NK binary K-digit numbers,

which have l units and K − l zeros:

N l
K =

{
n1, . . . , nc(K,l), . . . , nC(K,l)

}
, (10)

where C [K, l] = K!
l!·(K−l)! - is quantity of K-digit numbers with l ones and K − l

zeros, which is equal to l-th binomial coefficient; c (K, l) - is number of nc(K,l)’s
in set N l

K ;

nc(K,l) =
〈
σ

c(K,l)
1 , . . . , σ

c(K,l)
k , . . . , σ

c(K,l)
K

〉
. (11)

Let us define the function P
(
σ

c(K,l)
k

)
, which take the form

P
(
σ

c(K,l)
k

)
=

{
onpk, if σ

c(K,l)
k = 1;

offpk, if σ
c(K,l)
k = 0.

(12)

With (12), probability of “on” state l units from K is defined as

onP l
K =

C(K,l)∑

c(J,l)=1

K∏

k=1

P
(
σ

c(K,l)
k

)
, (13)

where
K∏

k=1

P
(
σ

c(K,l)
k

)
- probability of “on” state of k-th units of swarm, which

corresponds to number c (K, l) from all set of combinations.
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In case of homogeneous swarm, M1 = . . . = Mk . . . = MK , and onp1 =
. . . = onpk . . . = onpK = onpoffp1 = . . . = offpk . . . = offpK = offp. In this
case probabilities of l units in “on” state is defined as

onP l
K = C (K, l) (onp)l · (

offp
)K−l

. (14)

5 Experimental Verification of Model

For verification of proposed method direct computer experiment was executed
with use the Monte-Carlo method. Homogeneous swarm monitoring system
model under verification includes 100 units of hardware. Distribution densities
of stay of every unit in one of possible states were described by exponential laws
with parameters λ and μ.

In the program k -th unit was described by the next data: Bk - current state
(Bk = 1 - on state, Bk = 0 - off state); λ and μ - intensities of streams of on and
off: events, correspondingly; Tk - random time of stay in current state. Besides
global current time T , lately supervision time t and period of supervision Δt are
defined.

Computer experiment was carried out as follows:

1. For all units of swarm initial state of Bk (1 ≤ k ≤ K) is accepted equal
to 0, global current time T and lately supervision time t are established as
T = 0, t = 0.
Besides, the period Δt of supervision of swarm is established too.

2. For all units of swarm computation of random time of stay in current state
is carried out as

Tk (Bk) =

{ −ln(1−ξ)
λ , if Bk = 0;

−ln(1−ξ)
μ , if Bk = 1.

(15)

where ξ - data is obtained from RAND-program (evenly distributed in the
interval 0 ≤ ξ ≤ 1).

3. The index k of unit with smallest time of stay in current state, k∗ =
arg min

1≤k≤K
{Tk}, is defined.

4. For all units correction of time of stay in current state is executed:

Tk = Tk − Tk∗ .

5. The global current time T is increased on the value Tk∗ .
6. For k∗-th unit current state Bk∗ is changed on the inverse one and generation

of the next random time interval of stay of k-th unit in current state, Tk (Bk),
in accordance with (15), is carried out.

7. If (T − t) < Δt, then transition to 10, otherwise transition to 8.
8. In accordance with the current distribution of states of swarm units, quantity

of units, being in state 0, is defined. Defined number is added to the statistics
of supervision of swarm.

9. Lately supervision time t is increased on Δt.
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10. If global current time T is less than the end time of finish of experiment,
then transition to 3, otherwise end of computer experiment.

On fig. 3 histograms of supervision of swarm for different ratios λ/μ are
shown. Parameters of computer experiment were the next: K = 1000, Δt = 10,
Tend = 100000. Histograms rather precisely correspond to theoretical distribu-
tions (are shown by continuous line) defined by (14).
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Fig. 3. Histograms of distribution of devices’ number included in the swarm

6 Conclusion

In such a way mathematical apparatus for analytical description of pro-
grammable controlled objects, which include set of subsystems, every of which
is functioned on its own algorithm. States of subsystems are formed the semi-
Markov sub-processes, each state of which simulates the interpretation of the
program operator. It is possible to determine with accuracy to time density
distribution the time intervals between states. Timing and probabilistic charac-
teristics of the states of swarm monitoring systems were obtained in a general
form. They are essential to the achievement of quality control parameters.

Further research in this area may be directed to the development of sim-
ple engineering techniques for estimation of numerical characteristics of timing
intervals, for instance by imitational simulation of polling process, or by the
development of a time-compiler, which in parallel with the translation of the
control program from high-level language will evaluate numerical characteristics
of density of distributions between selected algorithm’s operators.
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Abstract. Public affair administrators around the globe show increasing inter-
ests in seeking the public’s opinions and insights into critical issues through In-
ternet. The public’s collective intelligence could be distilled via the deliberative 
processes in various online forums. To successfully serve as a source of group 
intelligence, an online forum needs active participation and contributions from 
its visitors. However, just like common information systems, most online forum 
systems were designed without consideration of motivating users. This article 
presents the gamification process of an open-sourced online forum system. The 
gamified JForum embeds several game mechanisms motivating visitors to par-
ticipate and contribute more actively, which facilitates forming a resource of 
productive consensus. 

Keywords: Public policy making · Group intelligence · Online forum · Gamifi-
cation 

1 Introduction 

Today, people widely use the Internet as media, commercial channels, and social 
platforms. Besides, increasing public affair administrators rely on the Internet to offer 
public services due to merits such as enhanced efficiency and transparency [1, 2]. 
Among many administrative tasks, policy making is very critical since the qualities of 
executed policies directly influence citizens’ satisfaction toward administration organ-
izations. Toward that end, many progressive administrators tend to seek diverse opi-
nions and insightful thoughts from the public on various online forums before making 
the corresponding policies [3]. That’s because online forums are able to broaden the 
source of innovative ideas and insightful thoughts from a large-scaled public engage-
ment. Furthermore, gradually-formed consensus to certain extent represents group 
intelligence that could be distilled through time-consuming deliberative processes at 
online forums. Obviously, in order to serve as a productive arena of distilling group 
intelligence for policy making, an online forum needs intensive engagement as well as 
constructive contributions from its participants. 
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However, many online forums gradually withered due to decreasing participation 
and contributions. Unfortunately, the presence of these gradually withered online fo-
rums will be further deteriorated by many search engines that favor Web sites with up-
to-date and intensively-referred contents [4]. Even worse, the lack of participation, 
contribution, and deteriorated search engine visibility will form a vicious circle. Ac-
cordingly, motivating participants is a critical task for successfully operating an effec-
tive online forum. 

There are many options for people who need an online forum system, and many of 
the options even come with free licenses. However, these online forum systems were 
designed by people who applied conventional software development procedure and 
principles, which results in a software system with complete and correct functions, but 
their users might use these functions inactively. Obviously, that kind of systems cannot 
become sources of productive group intelligence for policy makers. In light of the sig-
nificance of an animating online forum system and the lack of relevant studies, this 
work tried to renovate an open-sourced online forum system: JForum [5] through ga-
mifying it. 

2 Prior Studies Review 

Most information systems were designed without consideration of motivating users 
because the traditional design philosophy only takes functionality and accountability 
into account while ignore the role that an user’s motive plays in an individual’s over-
all productivity. As a result, the so-called well-designed information systems offer 
complete functions enabling users to accomplish their assigned tasks correctly, but 
did not equip any mechanisms to motivate users to perform tasks more actively or 
even enthusiastically. 

The routine tasks bore people; prior study indicated that employee’s working quality 
will degrade if they experience boredom [6]. In highly informationized environments, 
people heavily rely on various information systems to complete their routine tasks. 
Consequently, designers need to take inspiring user’s motive into account while they 
are developing an information system. To create a more animating working environ-
ment in the age of informationization, gamification of information systems rationally 
emerges as a popular approach.  

Gamification refers to planting game mechanisms into a non-game environment 
such as information system [7, 8]. The original idea is blending users’ engagement and 
addiction that could be found while they are playing various games into their working 
environments. Its purpose is to strengthen users’ motivation; i.e., make users perform 
tasks with more fun, stronger motive, and deeper engagement. Once each individual  
is well motivated, the overall performance of an organization could be improved  
consequently. 

With wide recognition of its effects, gamification has been applied by enterprises to 
animate their employees; i.e., users of their information systems. According to a report 
from Gartner, over 70% of the global 2000 enterprises have used gamification to  
renovate their information system before 2015 [9]. Among many successful cases, 
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Starbucks gamified one supply chain management system by ranking suppliers in a 
leaderboard according to their on-time delivery records. The operations of the gamified 
system urged suppliers in the supply chain try their best to fulfill orders on time, thus 
earned better ranking in the leaderboard, which meant better efficiency and administra-
tion from outsides’ perspectives. The benign consequence brought to Starbucks by this 
gamification work were higher percentage of on-time delivery of supplies, lower logis-
tics cost, and more profits [10]. Delta airlines successfully used a smartphone APP 
including a number of game mechanisms to enhance its public recognition, customer 
loyalty, and revenue [11]. Not only in traditional manufacturing and service industries, 
gamification also was adopted by software developers, who integrated gamification 
components into software development process, and the preliminary results indicated 
that improved quality of software and corresponding documents [12].  

3 Gamification Analysis and Design 

Including the mentioned cases, the success of many prior experiences [13-16] collec-
tively point out an important fact: successful gamification of an information system 
does not necessarily rely on complex game mechanisms. By contrast, the key factors 
are identifying the functional parts that need to motivate users, and then embed proper 
game mechanisms to increase users’ motivation and engagement. 

The JForum, an online forum system was selected to gamify due to its openness and 
popularity. The gamification implies renovating an existing information system rather 
than creating a new one from scratch, thus openness is critical. Generally speaking, a 
gamification process comprises the following key activities: understanding the users, 
setting missions, identifying motivations, and embedding effective game mechanisms 
accordingly [17], and this section delineates the particular process. 

3.1 Target Users and Missions 

Rationally, target users of an online forum share a common profile: they are willing to 
acquire knowledge during the course of interacting with peers, so they likely to be 
socializers, explorers, and achievers according to the Bartle’s player type categoriza-
tion [18]. Socializers enjoy the interactions with peers in the forum, explorers are  
happy to find new information that they did not know before, and achievers can feel 
satisfaction by observing peers responded or recognized the helpful information that 
they provided. 

Obviously, reasonable target business outcomes of a gamified online forum include 
more active participation and more productive contributions from users. Consequently, 
the missions of a gamification work should be to encourage people to join the forum, 
participate the discussions, and contribute (raise issues or provide information and 
feedback) more valuable contents. 
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3.2 Motivational Drivers Analysis 

With clear missions, then we need to identify factors that are able to drive people per-
form what we intend them to do. A number of motivational drivers [19] that suits with 
target users are described as follows: 

1. Collecting: For a long time, people enjoy collecting of either physical or abstract 
things such as coins or number of friends on social networks, which are meaningful 
to the collectors, in terms of value, security, or social status. Furthermore, once a 
collection starts, people tend to complete it, so if a collection could be infinite, the 
collecting activities will keep going. 

2. Connecting: Connecting with people, especially those who share common interests 
or characteristics with us, makes our life enjoyable. This explains the foundation of 
various associations, clubs, fellowships, etc. Although being a member of a forum 
itself is making connections with other people, users still have motivation to ex-
pand the connections with people outside of the forum. 

3. Achievement: People get great satisfaction from achievement, which usually 
means successfully dealing with challenges. The positive psychological feedback 
makes us be willing to rise to the same challenge repeatedly; even we know that 
we probably fail sometimes. 

4. Feedback: The feedback means acknowledgement, recognition, or just response to 
initiators’ actions or messages. Feedback enhances the sense of being noticed, so 
not receiving feedback is extremely demotivating to anyone. Providing feedback is 
very important to encourage continuous participation and contributions in a forum. 

5. Autonomy: Just like average people, members of a forum do not want the contents 
quality or the forum atmosphere shift to a situation, which they dislike to see but 
unable to restrain it. Therefore, if there is a trigger available, they tend to take ne-
cessary actions when they encounter any potential leading to these situations, such 
as offensive or inappropriate contents. 

6. Fear of punishment: Members in a forum, just like most members in a society, tend 
to avoid speech and behaviors leading to punishment, this tendency gradually de-
velops social norms or the corresponding regulations in written. Unlike other moti-
vational drivers; this factor prevents members from doing somethings. 

After setting missions and identifying motivation drivers, the next step is to embed 
proper game mechanisms that are able to motivate the users. 

3.3 Game Mechanisms Selection 

A game mechanism refers to a component with which users interact during the 
process of playing games. Besides its visible part displaying on the user interface, a 
mechanism also includes a set of rules that govern how this mechanism works. To 
realize the mentioned missions, the following 5 game mechanisms were selected to 
embed into the JForum. Each mechanism’s characteristics and the motivational driv-
ers it offers were described as follows: 
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1. Points: The most popular mechanism in various games and have been widely ap-
plied in commercial contexts to reward customers’ loyalty. Points motivate users 
due to humans’ intrinsic desire to collect things such as money, stamps, antiques, 
etc. Besides, awarding points to users for her/his participation and contributions is 
a rational approach to recognizing their activities in the forum. In this work, points 
will be awarded to encourage certain types of actions including login, raise new 
topic, post new message, reply a message; as well as will be deducted to discou-
rage other types of actions such as posting inappropriate contents, abusive report-
ing, etc. 

2. Leaderboard: This mechanism ranks users according to their achievements within a 
specific context, which usually be representable in the form of points. It forms a 
competitive atmosphere, which encourages those who dislike following behind 
peers to engage the forum more actively.  

3. Badges: To award members’ accumulating a certain amount of points, specific 
types of badges will be granted. Usually, there are multiple types of badges honor-
ing achievements in different levels of difficulty, or with different types of works. 
In the latter case, collecting badges will motivate some members. 

4. Facebook likes: To use the plugins API of the Facebook, members’ messages 
could be exposed on the largest social network. This allows members to make con-
nections with other friends who are not in the same forum, as well as receive feed-
backs of relevance from friends on Facebook. 

5. Report of inappropriate contents: This mechanism echoes members’ motivations in 
two facets; one is autonomy and another is fear of punishment. The former one 
drives members to control the quality of contents or the atmosphere of the forum 
through suppressing inappropriate contents. The latter one holds back members 
from posting contents that are evidently not suitable in a particular forum. To avoid 
abusive reporting, the reported contents will be sent to administrators for judging 
whether they are really inappropriate or not. 

4 System Implementations 

The JForum is a Java servlet application being able to run on Apache Tomcat. Its 
design generally complies with the model-view-controller (MVC) architectural pat-
tern [17], it has the 3-tier structure. Accordingly, planting game mechanisms needs to 
deal with components in different tiers.  

To minimize the interrelationship (coupling) between the original parts in JForum 
and the newly parts due to the gamification, the works were conducted with a loosely-
coupled style. The figure 1 illustrates the major components that need to be added  
and updated for gamifying the JForum, and major components are described as  
follows. 
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Fig. 1. Architecture of a Gamified JForum 

4.1 User Interface 

The JForum uses the FreeMarker package [20] as a tool to separate Web pages design 
(view) and business logic programming (controller) works. The FreeMarker engine 
generates textual contents based on a template that contains HTML and FTL tags for 
dynamic Web contents, as well as a data model specifying data sources. Consequent-
ly, to embed a new game mechanism that will bring some new messages and graphics 
dynamically, it is necessary to update both the template and the data model of corres-
pondence; the template decides the visual effect and format of the new components, 
and the data model tells where the displayed data come from dynamically when a 
particular page being accessed. 

In addition, the JForum uses the I18 internationalization package for global users. 
For that reason, all new textual messages for embedding game mechanisms need to be 
added into the property file listing messages for a particular language (locale). 

4.2 Gaming Objects and Rules  

When thinking in the object-oriented way, each game mechanism obviously needs an 
object for holding its attributes and defining how it works. The PostAction object 
handles all actions for managing topics and posts, such as creating new topics or post-
ing new messages, replying, deleting messages, etc. In other words, it deals with most 
major actions that the gamification work should focus on. So that, it needs linkage 
with some new game mechanisms. For example, when a user post a new message, the 
action of awarding points will be initiated by this object. 

The DataAccessDriver abstract class defines the interface for linking the game me-
chanism and the persisting of the added game objects. Thus, all game mechanisms 
except the Facebook connection need to rely on one of its realization. Generally, the 
attributes of game objects will be fetched or stored via one of the corresponding con-
crete classes.  

4.3 Persistence Model  

Taking flexibility of persistent storage into account, data access object (DAO) design 
pattern was applied to separate the objects and its underlying storage mechanism. Thus, 
the object codes do not need to be changed due to switching to different data sources or 
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APIs. DAOs provide abstraction and encapsulate all details for accessing the data 
source, which might be relational database, cloud storage, LDAP, mainframe file sys-
tems, etc. In the JForum system, each object was further divided into two layers of 
DAO for more flexibility, one is entity specific DAO, another is the generic DAO. 

Cache mechanism in the JForum speeds up the object access operations by storing 
copies of object contents in Java virtual machine. To make contents of the persistent 
game mechanisms cacheable, addition of all persistent mechanisms needs the corres-
ponding update in the cache mechanism. Besides the properties of game mechanism 
objects, many gaming rules could also be encoded and then persisted in the database 
for more flexibility and maintainability.  

5 Conclusions 

The quality of public policies influences the public’s well-being; accordingly, it is not 
only rational but wiser to take group intelligence into account before making public 
policies. In the age of Internet, online forums enable large-scaled and efficient delibe-
ration of opinions and thoughts regarding public issues, but the pre-condition is en-
thusiastic engagement and active contributions from participants. 

Borrowing the attractive features of various games, gamification was applied to im-
prove users’ experiences and engagement in non-game contexts. The embedding of 
game mechanisms into an online forum system makes the system more engaging to 
participants, who will feel more animating while they are interacting with peers and 
contributing productive thoughts. 

This article describes the work of gamifying a JForum system. Besides, the present 
work shows the feasibility of gamifying an open-sourced online forum system by em-
bedding 5 popular mechanisms into its original code base. The preliminary trials and 
interviews with users indicated that the most significant impact brought by the present 
gamification on users is that they can observe the aspiring and competitive atmosphere, 
which was shaped by the badges and leaderboard and to some extent encouraged them 
to play more active roles in the information exchanging platform. The Facebook con-
nections enable users to spread forum contents to their own social networks. The me-
chanic of reporting inappropriate contents enable users to collectively maintain the 
quality of forum, which is important to the sustainable operation of a forum. By con-
trast, rewarding points made little difference due to the lack of redeeming mechanism 
enabling users to consume what they earned.  

The works being worthy of further investigations include the quantitative analysis of 
participants’ perceptions or satisfaction toward the embedded game mechanisms, and 
the evaluation of performance and productivity influence after the gamification being 
deployed, particular the influences of messages on the made policies.  
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Abstract. Research works, whether they aim at building a ‘Semantic
Web’ or a ‘Social Semantic Web’, consider as a prerequisite that the
ideal architecture for managing knowledge would be the Web. Indeed,
one can only admire how the CERN internal hypertext scaled out to a
world wide level never seen before for this kind of applications. However,
current knowledge structures and related algorithms cause new kind of
architectural issues. About these issues faced by both communities, we
would like to bring out three lessons learnt, three steps in setting up
a scalable infrastructure. We will focus on a typical case of knowledge
management but with a higher than usual volume of data. Starting with
SPARQL, a commonly used Semantic Web technology, we will see the
benefits of the REST architecture and the MapReduce design pattern.

1 Introduction

This paper deals with Web services design for knowledge management. Although
HTTP scaled out remarkably for the World Wide Web, scaling out knowledge
management using web services is still an open issue.

Weirdly enough, in the ‘Semantic Web’ program [1], the World Wide Web
Consortium focused more on formats and languages than on the use of its own
protocol. Meanwhile, through trials and errors, we developed an experience in
the design of an infrastructure for a ‘Social Semantic Web’ [3], [4]. Even if this
approach has been developed as an opposite to the ‘Semantic Web’, we think
that the lessons learnt in setting up a scalable infrastructure could benefit both
approaches.

We will focus on a typical case of knowledge management but with a higher
than usual volume of data. Then, we will bring out three steps in designing an
infrastructure. Starting with SPARQL [2], a commonly used Semantic Web tech-
nology, we will see the benefits from the REST architecture and the MapReduce
design pattern.

2 Requirements

We will illustrate our experience feedback with i-Semantec, a project related to
knowledge capitalization, management and reuse in large industrial companies.
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 431–438, 2015.
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In these firms, data and documents from various stakeholders and relating to
the lifecycle of the product are already managed by integrated systems named
‘PLM’ (for ‘Product Lifecycle Management’). But there are mainly two problems
with these integrated systems. First, because the integration is based on the for-
malization of the main business processes, it often ignores the specificity of each
profession. And then each profession tends to implement its own databases and
documents, which escape capitalization. Second, in a time of market instability,
the information system should be more adaptable to the continuous change of
processes and partners networks needed to meet customers’ requirements.

Since this project only serves as an example we will not write more about
functional and technical requirements. We will only focus on the feature list we
had to implement:

– browsing a technical data warehouse which models may vary depending on
the project;

– enhancing these data with freely defined attributes.

Fig. 1. Enriching the technical data of a robot in i-Semantec (Agorae screenshot) :
Digital workspace for topic maps cooperative building ([5])

Items had to be browsable:

– by class of items,
– by (used) attribute and value,
– from another item through a composition relationship, a sequence in a pro-

duction line, etc.
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3 First Step: Semantic Web Technologies

In the i-Semantec project, our partners were specialists in product data man-
agement. They extracted data from two industrial projects as triples and stored
them in a RDF data warehouse system [6]. This system implemented the HTTP
biding for SPARQL [7]. Each project had been provided with its data model as
a schema in RDFS. We then tried to build the features described earlier on this
typical Semantic Web infrastructure. As we will see, we experienced serious and
blocking issues.

3.1 Browsing Items

The first issue encountered in implementing the Web service for items browsing
was about performance. As shown in Tab. 1, response times which were quite
acceptable for 1k triples, scaled very badly with 1 million triples. Moreover,
the only mechanism for getting better response times on successive identical
queries was the in-memory cache of the database, which is very dependent on
free memory.

Table 1. Comparison of response time to SPARQL queries (seconds) on databases
containing respectively 834 and 931,338 RDF triples. Tests are done with RAP 0.9.4
by Ch. Bizer and MySQL on Linux with a Xen virtual machine equivalent to an AMD
Athlon 64 X2 with 2 Gb memory.

approx. 1k items approx. 1G items

Item details 0.5 1
Listing items types 0.5 0.5
Listing items for a type 0.2 40
Listing used attributes 0.4 30
Listing values for an attribute 0.1 3
Listing items for an attribute value 5

3.2 Enriching Items

Triples model, aka Entity-attribute-value model (EAV), is a well known model
which can combine multiple schemas and accept user-defined attributes.

However, in its RDF/XML implementation, attributes are XML elements. As
XML elements, they should be defined at design time in a schema. This makes
it more difficult to let users define attributes on the fly, contrary to JSON for
instance, where an attribute (key) is just a string [8].

Moreover, SPARQL Update, the extension to the SPARQL query language
that provides the ability to add, update, and delete RDF triples was not imple-
mented at the time of the project. The five-year lag between the normalization
of queries (2008) and updates [10] (2013) is probably indicative of the difference
in priorities between the Semantic Web and the Social Semantic Web.
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Therefore, we had to use our own knowledge management Web service for
user-defined enrichments, integrated with a read-only connector used to query
the RDF data warehouse through our own protocol.

Weirdly enough, in an opportunistic and serendipitous manner, the fact that
it was a read-only access and a non-updatable data warehouse solves the first
issue: payloads computed from the RDF data could be cached once and for all
on disk.

In other words, to meet the requirements we had to ‘hack’ the Semantic Web
technologies, which appeared more a burden than a help for this project.

4 Second Step: REST Architecture

From an architectural perspective, one notable difference between our protocol
[9] and SPARQL was that our protocol was ‘RESTful’.

REST is an architectural style for ‘distributed hypermedia systems’, intro-
duced by one of the author of HTTP in his thesis [11]. It aims at generalizing the
scalable design of the original Web to the complex Web applications and Web
services of nowadays. As its complete name suggests (‘representational state
transfer’), the main idea of REST is that in a protocol like HTTP, a payload
should always be a state of a resource representation. This implies that neither
resource representation nor resource identifiers should refer to actions. Instead,
one should use the corresponding methods defined in the protocol (e.g. GET,
POST, PUT, DELETE, HEAD, etc. in HTTP). To qualify these methods, the
HTTP specification introduces two important notions: ‘safe’ and ‘idempotent’.

“In particular, the convention has been established that the GET and
HEAD methods SHOULD NOT have the significance of taking an action
other than retrieval. These methods ought to be considered ‘safe’.” [12].

Being safe, requests using GET (accordingly to the specifications) will be
cacheable, preemptively loadable, or even usable in a repeatable history. However
to be cached by a server, a client, a proxy or a reverse proxy, changing POST
with GET (like SPARQL does) will not be enough. The server has to implement
a cache invalidation mechanism based on an update timestamp or on a content
hash. Moreover, a resource representation should be cached only if there are
chances that it will be retrieved again. Therefore a URL should map to an
identifiable object rather than to a common query. This also makes integration
easier, since using a different data management system would not require to
emulate a complete query language but just one query.

“Methods can also have the property of ‘idempotence’ in that (aside
from error or expiration issues) the side-effects of N > 0 identical
requests is the same as for a single request. The methods GET, HEAD,
PUT and DELETE share this property.” [12].
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Being idempotent, requests using PUT or DELETE (accordingly to the spec-
ifications) will be resilient to client retries on timeouts. Contrary to the updates
done with POST by SPARUL [10], an update with PUT will never cause multiple
creations due, for example, to an excessive load of the server.

At this stage, we have what most bloggers call a REST service [13]:

– one updatable resource by object (with computed links to other objects),
– one ‘super-resource’ by class (in order to list instances).

However, we will see in the next section that this design is not ideal for cache
management and for complex actions performance, and we will introduce a more
efficient RESTful design.

5 Third Step: MapReduce Design Pattern

In the previous section, we described an approach in which every object is
mapped to an HTTP resource. The main issue of this naive way to follow the
REST architecture is the difficulty to implement a server-side cache. Indeed, if
the resource representation includes data from other resources (typically for
reverse links), it becomes quite complex to determine from the history if a
resource representation has changed without computing it again.

A second issue in this approach is that the more objects you need to load, the
more requests you have to send. For example, loading the data of a prolific user of
our software (to run a data visualization algorithm [14] required 25 000 requests
with this architecture. Because of each request latency, the overall time needed to
load these data is 31 minutes! To reduce latency to a constant time, the number
of requests needed for a complex operation should be constant. Therefore, on
large datasets, a bulk of objects should be mapped to a single resource. Then
a new problem would arise: the gain of caching a resource representation will
be very low since it would change much more frequently. Instead, one should
cache partial results needed for generating this representation. This can be fairly
complex, but luckily, the MapReduce design pattern addresses this problem.

MapReduce [15] is a design pattern for processing large data sets. In a MapRe-
duce framework, developers only have to implement (see Fig. 2):

– a map function that “generates [for each chunk of data] a set of intermediate
key/value pairs”,

– and a reduce function that “merges all intermediate values associated with
the same intermediate key”.

Then the framework handles the cache of partial results and the scaling of the
algorithm over different processes and computers.

One should note that processing data with MapReduce is drastically different
from doing it with a relational database. In a relational approach, the index
depends on the data model, and is designed to optimize any queries that could
be defined on it. In a MapReduce approach, the index depends on the map
functions. Algorithms must be adapted to use intermediate values sorting wisely
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Fig. 2. MapReduce: data flow

(similarly to what was done with IBM/BULL card sorters). Compared with the
relational approach, MapReduce is like computing the results of a query for every
possible parameter found in the data. What could be seen as a burden is usually
an optimization, since only partial results affected by an update are computed
again.

As observed in a database system like CouchDB [16], using MapReduce has
three important impacts on a REST service interface.

First, different kinds of resources are needed: the objects that are updatable
and the views that are selections on the results of applying map and (optionally)
reduce functions on these objects. In other words, contrary to what we saw in
the previous section, computed values are not displayed in updatable resources
anymore but in different resources that are read-only.

Second, owing to the implementation of the MapReduce framework (partial
results cache and index), getting a broader view is incredibly faster than getting
the same data with a bunch of narrower ones. Therefore, the granularity of
resources depends on their type: views tend to be far more coarse-grained than
objects (whose granularity corresponds to what is usually updated at the same
time).

Third, because MapReduce aims at distributing computing, creating an
object identifier should be done in a distributable way. As many peer-to-peer
software, CouchDB uses ‘universal unique identifiers’ (UUID). But because a
UUID [17] corresponds to a ‘uniform resource name’ (URN) rather than to a
‘uniform resource location’ (URL), we need to reinterpret the browsability prin-
ciple of REST services [18] in the light of the original chapter thesis about REST
[11] which stated that the use of URNs instead of URLs could “improve the
longevity of resources references”. Untying a resource reference from a location
has also interesting effects on services integration, since clients can aggregate the
descriptions of a resource that are scattered over different services that do not
necessarily ‘know’ each other. This can be particularly handy to meet the func-
tional requirements given earlier, since data coming from the existing database
system can be provided through a read-only adapter service, while every com-
munity (or person) can model and store its (his) ‘viewpoint’ on its (his) own
service.
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6 Conclusion

The three steps we experienced in designing a scalable Web service infrastructure
for knowledge management could be summed up by focusing on what an URL
maps to:

1. a query,
2. an object with computed attributes,
3. an object or a view.

As we saw in this paper, this progression has drastic effects on caching, distri-
bution and integration.

If our proposition is still novel, it is probably because very few in the ‘Seman-
tic Web’ community have had interest in enterprise technologies like REST [19]
or MapReduce [20]. As we did with use models, we hope that performance issues
will be considered by the community in order to meet real user needs.
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Abstract. The threat of cyber-attacks grows up, as one can see by several nega-
tive security news and reports [8]. Today there are many security components 
(e.g. anti-virus-system, firewall, and IDS) available to protect enterprise net-
works; unfortunately, they work independently from each other – isolated. But 
many attacks can only be recognized if logs and events of different security 
components are combined and correlated with each other. Existing specifica-
tions of the Trusted Computing Group (TCG) already provide a standardized 
protocol for metadata collection and exchange named IF-MAP. This protocol is 
very useful for network security applications and for the correlation of different 
metadata in one common database. That circumstance again is very suitable for 
Security Information and Event Management (SIEM) systems. In this paper we 
present a SIEM architecture developed during a research project called SIMU. 
Additionally, we introduce a new kind of metadata that can be helpful for do-
mains that are not covered by the existing TCG specifications. Therefore, a me-
tadata model with unique data types has been designed for higher flexibility. 
For the realization two different extensions are discussed in this paper: a new 
feature model or an additional service identifier. 

Keywords: Security Information and Event Management (SIEM) · Anomaly 
detection · IF-MAP · Metadata schema · Trusted computing · Feature model 

1 Introduction 

Security Information and Event Management (SIEM) systems are seen as an important 
security component of company networks and IT infrastructures. These systems allow 
to consolidate and to evaluate messages and alerts of individual components of an IT 
system. At the same time messages of specialized security systems (firewall-logs, VPN 
gateways etc.) can be taken into account. However, practice showed that these SIEM 
systems are extremely complex and only operable with large personnel effort. Many 
times SIEM systems are installed but neglected in continuing operation. 
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SIEM systems are typically only suitable for the use in huge enterprise environ-
ments, mainly because of the following reasons: 

a. Deficient scalability to small and medium-sized networks. 
b. High costs for installation and maintenance because new components (collec-

tors) of IT infrastructure have to be installed, configured and maintained. 
c. High costs for the operation due to the necessity of extensive expert know-

ledge for the policy and rule definition as well as for the correct analysis and 
the right interpretation of the output of SIEM systems. 

Therefore, the main goal of the SIMU project is the development of a system, simi-
lar to SIEM, which significantly improves IT security in a corporate network without 
making great effort. In addition to its simple integration into IT infrastructures of 
SME and its easy traceability of relevant events and processes in the network, it is to 
be realized without great effort of configuration, operation and maintenance. On the 
functional level SIMU works like common SIEM systems, which means it monitors 
processes and events within the corporate network and automatically initiates proac-
tive real-time measures to improve security. [1] 

The remainder of this paper is organized as follows: Section 2 gives a short defini-
tion of SIEM systems, followed by the overall architecture of the SIMU research 
project in section 3, including a short introduction into the IF-MAP specification of 
the Trusted Computing Group. Section 4 describes the general requirements on ex-
tensible metadata models and the process of publishing them in the context of already 
given specifications, worked out within the ESUKOM project [9]. The specific and 
abstract metadata defined in the ESUKOM research project, implementing the re-
quirements from section 4 as well as their mapping to IF-MAP is then shown in sec-
tion 5. In section 6 we wind up our findings by creating and publishing own metadata 
definitions and by explaining how they allow creating an open-source based SIEM 
system as in SIMU. 

2 A Definition of SIEM Systems 

The acronyms SEM, SIM, and SIEM are often used in the same context, although 
correctly the term SIEM is a combination of the other two. The first area provides 
long-term storage, analysis and reporting of log data and is known as Security Infor-
mation Management (SIM). The second area deals with real-time monitoring, correla-
tion of events, notifications and console views and is commonly known as Security 
Event Management (SEM) [3]. Both areas can be combined differently to set-up a 
SIEM system. 

SIEM technology provides in detail real-time analysis of security alerts, which 
have been generated by network hardware and applications. SIEM can be used as 
software, appliances or managed services, and is also applied to log security data and 
generate reports for compliance purposes. The objective of SIEM is to help compa-
nies respond faster to attacks and organize mountains of log data. 

The term Security Information and Event Management (SIEM) has been published 
by Mark Nicolett and Amrit Williams of Gartner in 2005[4] and describes the product 
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a. The SIMU collector and flow-controller layer, where the components are re-
sponsible for data collection and enforcement. 

b. The SIMU engine, which includes the components for central data and know-
ledge storage, the data correlation, aggregation, and visualization of data, as 
well as interfaces to other protocols. 

The SIMU engine is the processing and presenting component of the architecture. 
It includes the MAP server as the central communication point for information  
exchange, the VisITMeta (a software and research project aiming at storing and visua-
lizing IF-MAP graph data [10]) component for data storage and metadata graph  
visualization, the correlation engine for situation detection and policy checking and 
the SIEM-GUI – a graphical user interface which presents the analysis results and 
according incidents to the administrator in an understandable manner. The IO-Tool 
(Interconnected-asset Ontology) [7] works on ontology basis and extends the database 
with further asset information of the network infrastructure to enable a correlation 
later on. The CBOR (Concise Binary Object Representation) protocol (RFC-7049) is 
a data exchange protocol, which focuses on multiple design goals including small 
code and message size, and extensibility. CBOR is used in this architecture as an 
alternative to SOAP/XML as used within IF-MAP. It can help to address performance 
problems and facilitate the usage of IF-MAP. That is especially important for small 
bandwidth scenarios with mobile devices. 

The SIMU engine presents the results of the data analysis by the SIEM-GUI. 
Therefore the graphical user interface (GUI) has to communicate with the detection 
engine and VisITMeta directly and with the IO toolset indirectly. The SIEM-GUI has 
to show the events obviously and send understandable notes to the administrator. 
Therefore, the SIEM-GUI is of central importance. 

3.1 The Interface for Metadata Access Points (IF-MAP) 

IF-MAP is an open standard, client-server based protocol by the Trusted Computing 
Group (TCG) for sharing arbitrary metadata across arbitrary entities. Its intended 
purpose was to enable network devices to share security sensitive information with 
the goal to integrate arbitrary tools (such as NAC solutions, firewalls, IDS, etc.), thus 
easing their configuration and extending their functionality. However, it turns out that 
IF-MAP can also provide benefit to other use cases that do not have anything to do 
with network security. That is why the TCG decided to separate the use case indepen-
dent base protocol [6] (current version 2.2) from the use case dependent metadata 
specifications. This ensures that new metadata specifications can easily be developed 
without touching the base protocol specification. Currently, there is one official speci-
fication that specifically defines standard metadata types for the field of network se-
curity: TNC IF-MAP Metadata for Network Security [5]. 

Trusted Network Connect (TNC) is the TCG approach for Network Access Control 
(NAC) solutions. TNC is the reference architecture for NAC that defines the neces-
sary entities and the interfaces through which they are communicating in an intero-
perable way. IF-MAP is part of the TNC framework. 
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The base specification defines the two roles – client and server – and three differ-
ent operations: publish, search and subscribe to distribute and access information. In 
addition, the basic data model is defined, consisting of identifiers (entities) and meta-
data, which can be attached either to the identifiers directly or connect two identifiers 
as a kind of relationship, called link. Thereby, an undirected information graph origi-
nates. Both metadata and identifiers provide specified instruments to use them for 
arbitrary domains. 

IF-MAP can provide the following benefits: 

a. Integration of existing security systems by a standardized, interoperable net-
work interface 

b. Avoidance of isolated data silos within a network infrastructure 
c. Extended functionality of existing security tools (e.g. automatic responses on 

detected intrusions, identity-based configuration of packet filters) 
d. Vendor independence 

3.2 Collector and Flow Controller Components 

Flow controller and collectors are typical security components and services in a net-
work infrastructure. They collect information or manage the network behavior. Sever-
al clients have been adopted to support integration into an IF-MAP environment, e.g. 
providing the IF-MAP data model with their information or using IF-MAP informa-
tion for decisions. The following IF-MAP client collectors for the architecture of 
SIMU have been implemented (as shown in Fig. 1): 

a. DHCP collector: extracts metadata of actual IP leases from the lease file. 
b. RADIUS collector: delivers metadata regarding user logins and the user itself 

(groups, authority). 
c. Syslog collector: delivers metadata regarding the status of arbitrary syslog 

clients - hosts and services (e.g. CPU load or false logins). 
d. Nagios collector: publishes extracted metadata from Nagios regarding the sta-

tus of hosts and services (i.e. availability of the network). 
e. Icinga REST collector: works as an alternative for Nagios and has the same 

functionality. 
f. Snort collector: translates Snort alerts in IF-MAP metadata. 
g. NMAP: Network Mapper integration into the IF-MAP environment. Detects 

devices, server, services, etc. 
h. OpenVAS: publication of the scan results obtained by the vulnerability scan-

ner. Allows for periodic or regularly triggered scans and can automatically re-
spond to requests for investigation. 

i. Log-file collector: generic collector for analysis of arbitrary log-files and 
translation of the log information in IF-MAP metadata. 

j. Android collector: delivers metadata regarding the status and behavior of an 
Android smartphone (e.g. firmware, kernel, build number, traffic on different 
network interfaces, CPU load). 
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k. LDAP collector: manages a connection to the directory service and delivers 
according IF-MAP metadata. 

Furthermore the architecture includes the following flow-controller components, 
which partly have also collector functionality:  

a. iptables flow-controller: makes automated set-up of firewall rules possible as 
a reaction to special metadata events and publishes these metadata also as en-
forcement reports for the MAP server. 

b. macmon NAC flow-controller: This network access control system from 
macmon publishes different information of connected endpoint-devices, espe-
cially authorization information of well-known end-devices, the location in the 
network (e.g. physical port, WLAN-AP), and further device characteristics 
(e.g. operating system, open ports). 

c. NCP-VPN flow-controller: This virtual private network solution of NCP can 
deliver several relevant metadata to the server, such as authorization, IP ad-
dress, data throughput, and connection time of a user. Enforcement is possible 
on the VPN layer. 

d. OpenVPN flow-controller: SSL-based alternative VPN solution with similar 
features.   

All these components combined present the sensors of a SIEM system and collect 
data from the network. The key feature of a SIEM system is to correlate these data 
efficiently and usefully to find out which event is an anomaly and which is not. 
Therefore, it is necessary to analyze a data basis of the same format. IF-MAP can 
handle this with its extensible metadata definition. 

4 Requirements and Strategies for Metadata Definition 

Metadata plays an important role for securing network applications. The TCG already 
established specifications providing large amounts of standardized metadata and iden-
tifiers useful for network security. However, the existing standard data schemes often 
do not provide appropriate types for all data objects relevant for a certain application 
like a desired SIEM system. The design of new applications often requires the defini-
tion of additional and domain-specific metadata. The German research project 
ESUKOM [9] addressed the problem of real-time security for enterprise networks. 
The general approach was to establish a metadata model allowing the discovery of 
anomalies and unwanted situations in a network by consolidation of metadata. With 
the ESUKOM project and its covered use cases and prototype developments as an 
example, we want to outline the process of building use-case specific data models and 
looking for appropriate data types and possible enlargements of the existing TCG 
specifications. 
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4.1 Scientific and Technical Goals of ESUKOM 

The ESUKOM project aimed to develop a real-time security solution for enterprise 
networks that is based on the correlation of metadata. The ESUKOM approach fo-
cused on the integration of available and widely deployed security measures based 
upon the Trusted Computing Group’s IF-MAP specification. The idea was to operate 
on a common data pool that represents the current status of an enterprise network. 
Currently deployed security measures were integrated and able to share information 
as needed across this common data pool. This enables the ESUKOM solution to real-
ize real-time security measures. All data shared across the common pool were formu-
lated according to a well-defined data model. 

In order to achieve this goal, the following tasks were accomplished: 

a. Implementation of IF-MAP software components 
b. Development of an advanced metadata model 
c. Development of correlation algorithms 
d. Integration of deployed security tools 

For this paper, especially the metadata model approach is interesting. The IF-MAP 
specification currently defines a model for metadata that specifically targets use cases 
in the area of network security. The metadata model of IF-MAP has been extended 
and refined for ESUKOM to get the possibility to add new types of metadata as well 
as to improve drawbacks of the current metadata model. 

4.2 Problem Description 

Within the SIMU research project, the main goal was to design and develop a real-
time security SIEM system for networks of small and medium-sized enterprises 
(SME). The mobility of modern endpoints such as smartphones, tablets and notebooks 
and their corresponding threats to the overall network security were especially consi-
dered while developing the system. 

Several user scenarios and use cases have been defined within the project 
ESUKOM before. For a detailed data model specification and a final development of 
a client-server application, a generic scenario has been developed for which the fol-
lowing relevant key features appeared: 

a. Anomaly Detection: recognition of illegal system states by detection of ab-
normal behavior. Such behavior could be excessive use of network resources 
or unusual usage, and must be considered within contextual information like 
time or location. 

b. Mobile Device Awareness: recognition of devices as mobile devices and ap-
plication of corresponding policies. Smartphone specific policies could, for 
example, allow to ensure the non-use of sensors. 
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c. Location-based Services: providing services depending on detected position 
of devices. For example, a device could be allowed to access data only when 
it is present at a specific location, and is denied access when outside this  
location. 

d. Detection of critical attacks on vulnerable components: When known  
attacks are detected within the network on a component that has a known  
vulnerability in one of its provided services, it must be recognized instantly 
and appropriate countermeasures need to be taken. 

e. Real-time Enforcement: If abnormal behavior or malicious endpoints are  
detected within the network, an immediate reaction must occur. Therefore  
information about the detection has to be made available to enforcement 
components as soon as they appear. 

The security solution to address all key features uses metadata, i.e. information  
gathered about the network – like the participating components and their  
capabilities – and the actions that occur within. These metadata can be generated by 
different components of the network itself, which allows using already existing  
components of today’s networks, like DHCP servers, flow controllers or intrusion 
detection systems (IDS). Thus, the specific view of each component on traffic and 
endpoints in the network can be used. The idea within the project was to gather all 
this separated information in such a way, that the information could be used by any 
other component. Therefore, the information itself had to be gathered and stored in a 
uniform way, both regarding the exchange over the network and the data model itself.  

4.3 Requirements for the Data Model 

The following requirements for a data model suitable for the key features were found: 

a. Integration of arbitrary metadata: Metadata from multiple different do-
mains must be used within the new data model. As different components have 
a specific view onto a network, the data model has to be flexible and non-
restrictive in terms of what values can be expressed. 

b. Technology independence: The model itself has to be independent of any 
concrete technology. An implementation of the data model, i.e. a mapping to 
a concrete technology, will then have to ensure that all needed components to 
solve the key features can exchange the data in a platform independent way. 

c. Allowing enlargements: To allow the use of our model in future use cases 
and scenarios, the model itself has to be extensible. Thus, the definition of da-
ta has to be done in a flexible way. 

d. Covering all intended use cases: All previously identified concepts and key 
features need to be represented by the model. The model has to be able to in-
clude all metadata that is needed to solve the key features. 

This abstract data model allows defining all metadata that are needed to implement 
all key features within the ESUKOM project. 
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4.4 Strategies for Additional Data Definition 

To embed the functionality of the data model developed within the ESUKOM project 
into the already existing specifications by the TCG, several strategies can be  
followed: 
1. Additional vendor specific data: A simple strategy is to use already existing 

functionality for extension within a specification. Although this would leave the 
specification as it is, it will not be appropriate for future standard applications, as 
they would also have to use the ESUKOM specific – and thus not standard- defi-
nitions. Interoperability with non-ESUKOM components would be a problem. 

2. Enlargement of specification: The original specification can be extended by the 
types and attributes of the data model. This process usually takes a long time, as 
changing a specification involves multiple rounds of review by the corresponding 
working group, and has the disadvantage that it cannot always be done (e.g. new 
data definitions are too use-case specific). 

3. Define a standardized way to enhance metadata specifications: A third strate-
gy and kind of compromise of the two previous suggestions is to encourage the 
specification work group to adjust their own policies for enlargement so that ad-
ditions like the ones of the ESUKOM project can be easily added to the specifica-
tion. That way third-party vendors can also use the then more powerful metadata 
definitions of other research projects, companies etc. 

The requirements for the ESUKOM metadata model must now be realized in a 
concrete metadata model, suitable for all use cases and scenarios. Afterwards, this 
metadata model has to be mapped onto an existing technology that defines both a data 
model, which is flexible enough to adapt the requirements of the ESUKOM data 
model, as well as a communication protocol and architecture to gather and exchange 
the metadata.  

5 Data Model for Non-Proprietary SIEM Systems 

In the last sections, we have identified the major properties of the IF-MAP protocol 
and general requirements for data models as well as possible strategies. The 
ESUKOM project now took the approach to design an IF-MAP based data model 
based on these aspects. In this section, the ESUKOM data model will be presented 
and it is exemplified how the model can be mapped onto entities within the IF-MAP 
scope.  

5.1 General Data Model 

The general scope of the model is to cover the following aspects: 

a. Specification of data objects: Identifiers shall be defined for instances  
publishing and subscribing data as well as formats for the exchanged data (me-
tadata). 
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b. Specification of anomalies: Abnormal system states shall be represented by 
combinations of certain data values. 

c. Specification of policies: Actions shall be taken if certain system states, in-
cluding anomalies, are detected. 

First of all, the following basic data components are defined to cover the intended 
data objects. Later on, they will be mapped onto identifiers and metadata in com-
pliance with [5] and [6]: 

a. Feature (F): A feature represents an elementary unit of the metadata model 
containing a measured value inside the application. 

b. Category (C): A category represents a collection of features belonging to the 
same group. Nested structures are possible, i.e. a category may also represent a 
collection of subcategories. 

c. Context Parameter (Ctx-P): Context parameters provide additional informa-
tion connected with a feature describing the closer context, in particular infor-
mation about time, location and connected devices. 

On the way to the detection of anomalies, the following components are defined to 
represent certain system states: 

a. Context (Ctx): A context is a Boolean combination of Ctx-Ps as mentioned 
above. Independent of certain features, it just gives out Boolean information 
that a certain set of Ctx-Ps values fulfill certain conditions. 

b. Signature (Sig): A signature represents a pattern describing a certain system 
state. It consists of a set of feature instances with corresponding values. Op-
tionally, a signature instance may also contain a set of context instances (see 
above). 

c. Anomaly (A): An anomaly represents a system state deviating from normal 
system's behavior. It is composed of so called hints, each one describing a fea-
ture deviating from its expected value range. As well as signatures, anomalies 
may also optionally contain sets of context instances. The major difference to 
signatures consists in the fact that anomalies are not directly visible by exact 
feature values but must be determined with a more complex analysis. 

After specification of data objects and system states, the next step is the definition 
of policies how to react to certain system states, in particular anomalies, by certain 
action. In our model, a policy (P) consists of a collection of rules (R) whereby a rule 
is represented by a statement of the form “if condition do action”. A condition is 
represented by a Boolean combination of contexts, signatures and anomalies, and an 
action consists of a creation, deletion or modification of features. Figure 2 shows the 
overview of the components of the ESUKOM model. 
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Fig. 2. ESUKOM model as a whole 

5.2 Identification of Domain Instances 

Before looking for a formal description of the data model components described 
above, ESUKOM first looks for concrete data objects needed for the key features of 
the project listed in section 4.2. This resulted in sets of so called domain instances 
including categories, features, signatures, policies etc. with assigned values. Figure 3 
shows the domain instances used to represent the key feature needed to detect suspi-
cious login attempts (many false attempts in a short time or nearly simultaneously 
login attempts of the same user at different locations) or abnormal network traffic. 
The grey rectangles define the categories with their logical structure: the user with a 
corresponding login history and the collection of dataflow parameters. All yellow 
rectangles represent the features. For all other key features within ESUKOM, differ-
ent sets of domain instances were defined. Some of them work in conjunction with 
domain instances of other key features. As an example, domain instances that define a 
smartphone with its operating system version, its apps, the apps permissions, and so 
on, can also be used to detect anomalies in the behavior of a device. 
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Fig. 3. Domain instances for anomaly detection 

5.3 Mapping onto IF-MAP 

After the definition of the abstract data model, the basic data components have to be 
mapped onto data objects provided by IF-MAP, by using the common methods of 
extension. As already indicated in the last subsection, specific needs for the 
ESUKOM key features shall be considered: 

a. Mapping of categories (C): In our data model, categories work as structur-
ing elements and do not contain any metered values. Therefore, they are 
mapped onto identifiers according to [6]. An identifier of type other is used, 
whereby the other-type-definition attribute is set to the type of the category. 
For handling the hierarchy of categories, a new metadata type subcategory-of 
without any further contents or attributes is defined. Publishing this metadata 
type as a link between two categories indicates their subcategory relation. 

b. Mapping of context parameters (Ctx-P): Context parameters represent in-
formation directly applied to feature data. Therefore, they are mapped onto 
XML attributes. For this purpose, a new attribute group contextParameters is 
defined that covers the attribute values intended to be used for the context in-
formation (time, location and connected devices). 

c. Mapping of features (F): It is pretty obvious that features are represented 
by metadata according to [5]. These metadata are published by identifiers 
representing categories, and they contain attribute groups representing con-
text parameters. However, the exact approach how to map features onto me-
tadata types is not as straightforward as the mapping concept for categories 
and context parameters. 

First of all, it seems to be reasonable to search for appropriate standard metadata 
and to only define new vendor specific data if none of the data types already specified 
within [5] fits to the data objects specified for the key features. However, this ap-
proach appeared as problematic for the following reasons, in particular with respect to 
the concrete domain instances identified for our key features: 
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a. A lot of new data types, currently not provided by [5] are needed for our key 
features. The few cases with existing usable standard data types appeared as 
exceptional cases. Sometimes, data types generally fitting to the feature exist 
but not with right structure (either with missing or superfluous components). 

b. According to TCG policies, standard metadata types must not be equipped 
with additional attribute groups, and existing attribute groups must not be  
enlarged with additional attributes or replaced by other attribute groups,  
although this would be compliant with the present XML syntax of the speci-
fication. As far as enlargements are foreseen, they are to be done exclusively 
by the TCG. This condition provides a major problem for the mapping of 
context parameters onto attributes as foreseen by our model. 

Therefore, the decision was to specify a new (vendor specific) metadata type fea-
ture and to use this unique data type for all features identified within the ESUKOM 
features. The name of the feature is contained within an id attribute of the data type, 
and the values are classified by a type attribute that can be quantitative (concrete me-
tered value), qualitative (enumeration) or arbitrary (any string). The metadata value 
itself is represented by a value attribute. Additionally, it can be enriched by context 
parameters like time or location as described above. Listing 1 shows the XML struc-
ture of the new feature type. 

 
<xs:element name="feature"> 

  <xs:complexType> 

    <xs:sequence> 

      <xs:element name="id" type="xs:string"> 

      </xs:element> 

      <xs:element name="type"> 

        <xs:simpleType> 

          <xs:restriction base="xs:string"> 

            <xs:enumeration value="quantitive"/> 

            <xs:enumeration value="qualified"/> 

            <xs:enumeration value="arbitrary"/> 

          </xs:restriction> 

        </xs:simpleType> 

      </xs:element> 

      <xs:element name="value" type="xs:string"> 

      </xs:element> 

    </xs:sequence> 

    <xs:attributeGroup ref="ifmap:multiValueMetadataAttributes"/> 

    <xs:attributeGroup ref="contextParameters"/> 

  </xs:complexType> 

</xs:element> 

 

Listing 1. XML definition of „Feature“ 
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By this way, our model gets very flexible, and no general changes on the abstract 
model or the definition of new data types are needed if new necessary features for 
new applications like new SIEM systems are detected. This new metadata type is then 
to be published by identifiers representing categories as described before. 

The strategies of the ESUKOM project regarding the data model design were also 
continued within the follow-up project SIMU. Here another extension was developed, 
where a new identifier called service was introduced to describe services running on a 
device. Together with new link-metadata and new identifiers for vulnerabilities and 
implementations, a sub-graph for a service within a network and its concrete imple-
mentation on a device (e.g. measured by nmap) as well as its detected vulnerabilities 
(e.g. measured by OpenVAS) can be described. This can then be used to correlate 
detected attacks that aim at a specific CVE with actually running services that are 
vulnerable to this exact CVE. 

6 Conclusions 

SIEM systems are complex solutions and consist of different modules, security com-
ponents, and interfaces. With the use of SIEM systems there are much installation and 
service efforts associated. That is the reason why in small and medium-sized enter-
prises (SME) these kinds of systems are still not represented. The developed system 
in SIMU focuses on SME scenarios and includes an easier implementation strategy 
than other SIEM systems today. By the use of the protocol IF-MAP it is possible to 
receive the log-information from different security components on the same data for-
mat. Thereby, it is possible to collect these data in a common database and correlate 
this information base to find out anomalies or vulnerability. 

After the identification of use cases and corresponding data objects, several strate-
gies for an enlargement of the present IF-MAP standard metadata were discussed. 
Finally, it was decided to uniquely use the newly defined data type feature, which 
gives a high flexibility in case of further enlargements for other use cases. 

Despite the good practical results, the ESUKOM data model also shows up some 
weaknesses when strictly used this way for any future applications. One weakness is 
provided by the fact that the new feature type represents a non-standard data type 
whereas some client developers do not need additional metadata beyond the existing 
specifications and therefore are not designed for usage of any other ones. But in 
summary, it can be recommended to partially use the ESUKOM model by always 
preferring standard metadata types but always having the option to use the feature 
data type as well as the new context attributes together with any metadata type.  

Furthermore, the grouping of features into categories should be possible, but not 
mandatory. As a final result, a proposition for a TCG-driven enhancement of the IF-
MAP specifications can be given by adopting the new feature type as a standard type. 
Furthermore, the newly developed attribute group contextParameters should be 
adopted as a new attribute group type optionally available for all standard types in 
order to have a unique format for time and location information as well as information 
about connected devices. In addition, a new identifier type should be defined for the 
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optional categories. A realization of this proposition would always give client devel-
opers the option to make use of the ESUKOM data model within the IF-MAP stan-
dards, but its usage would not be mandatory. 

This feature model approach makes it possible to create a flexible data model if 
needed. The data model of the SIMU project is based on the work of ESUKOM, al-
though no immediate need for the feature type occurred. It is recommended to also 
include the service identifier (specified within the SIMU project) into future versions 
of the TCG specifications, given that it is as basic as the other standard identifier 
types, such as ip-address or device, when describing the state of a network with IF-
MAP. As a final conclusion, it is recommended to use the existing specification de-
scription of the TCG regarding interoperability with other IF-MAP components. If an 
extension is needed it would be useful to integrate this definition also into the stan-
dard specification. If that is not possible the solution of ESUKOM can be used. But 
that includes interoperability lacks between different IF-MAP components and will 
work only in proprietary environment. 
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Abstract. Chaotic system is a nonlinear deterministic system, and
parameter identification for the chaotic system is an important issue
in nonlinear science, such as secure communication, etc. By setting up
an appropriate objective function, the parameter identification can be
converted into a multi-dimensional optimization problem which can be
solved by evolutionary algorithms. Emerging as an evolutionary algo-
rithm, Fireworks Algorithm (FWA) has shown its good computational
performance and robustness. In order to expand the application of FWA,
several types of FWA are applied to estimate the parameters for two
typical chaotic systems in which three parameters are totally unknown,
simulation results show most of FWAs can have better estimation preci-
sion and robustness, and FWA is a new effective parameter identification
method for the chaotic systems.

Introduction

Swarm intelligence is a complex, highly interactive process. Based on swarm
intelligence, researchers have proposed a variety of optimization algorithms. Such
as particle swarm optimization (PSO) algorithm, ant colony optimization (ACO)
algorithm, differential evolution (DE) algorithm, artificial bee colony algorithm
(ABC), fish school search algorithm (FSS) and wolf pack algorithm (WPA),
etc. Swarm intelligence algorithm is a stochastic search method, with the ability
to respond flexibly to changes in the internal and external, that is, when their
failure or certain individuals change the search criteria, it is possible to escape
from self-organization and find better value. Because of these unique advantages,
swarm intelligence algorithms successfully solve many practical problems, includ-
ing robot control, unmanned vehicles, predicting social behavior, strengthening
the communication network and so on.

Inspired by fireworks explosion at night, conventional fireworks algorithm
(FWA) was developed in 2010 [1]. This algorithm is quite effective in finding
global optimal value. As a firework explodes, a shower of sparks will be shown
in the adjacent area. Those sparks will explode again and generate other shows
of sparks in a smaller area. Gradually, the sparks will search the whole solution
space in a fine structure and focus on a small place to find the optimal solution.
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 457–467, 2015.
DOI: 10.1007/978-3-319-20472-7 49
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The Enhanced Fireworks Algorithm (EFWA)[2] is an improved version of the
FWA. In the EFWA, many operators in the conventional FWA are improved
or corrected. By defining different calculation method of explosion amplitude,
the Dynamic Search Fireworks Algorithm (dynFWA) [3] and the Adaptive Fire-
works Algorithm (AFWA) [4] are also proposed to improve the optimization
performance.

Conventional fireworks algorithm and its variants are capable of dealing with
optimization problems. Many researches used these algorithms in a variety of
applications. Janecek et al. applied fireworks algorithm to non-negative matrix
factorization (NMF) [5]. Gao et al. applied fireworks algorithm to digital filters
design [6]. He et al. used fireworks algorithm for spam detection [7]. Du (Du,
2013) solved nonlinear equations with fireworks algorithm and compared it with
ABC algorithm. Similarly, in order to expand the application of FWA, we use
several types of FWA for the parameter estimation of two typical chaotic systems
in chaotic control and synchronization. Experiments show that the method has
better adaptability, reliability and high precision. It proves to be a successful
approach in the parameter estimation for the chaotic systems.

Estimation Framework of Chaotic System

Motivation

Chaos embodies characteristics including complexity, internal randomness, ini-
tial value sensitivity, irregular order and so on [8]. In scientific research and engi-
neering application, chaotic characteristics are presented in various systems and
therefore chaotic system’s control and synchronization have become an impor-
tant research field and also widely applied in fields such as secure communi-
cation, medicine, biography and chemistry [9]. Many nonlinear system control
methods such as adaptive control [10], active control [11], PI control [12] and
secure communication [13] can be used in chaotic system’s control and synchro-
nization. However, if parameters of the chaotic system are unknown, all of these
methods above are not applicable anymore. In engineering practice, there exist
some unknown parameters caused by chaotic system’s complexity, which makes
some parameters hard to measure. Consequently, the parameter estimation of
the chaotic system becomes a key issue in chaotic control and synchronization.

Principle

Essentially, the parameter estimation of the chaotic system is an optimization
problem for multi-dimensional complexity function. Swarm intelligence has been
widely applied in resolving various kinds of problems. In reference [14], genetic
algorithm (GA) was used for a single parameter estimation of Lorenz system,
achieving better results but slower convergence. The single parameter’s estima-
tion performance of ant colony algorithm for chaotic system has been studied
in both noisy and non-noisy backgrounds in reference [15], but as its text is
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mentioned, ant colony algorithm for chaotic parameter estimation also has slow
convergence problem. On the basis of opposition-based learning and harmony
search algorithm, a hybrid biogeography-based optimization (HBBO) is proposed
in reference [16] with better results of both Lorenz system and Rossler system, In
addition, adaptive spatial contraction bee colony algorithm [17], chaotic invasive
weed optimization [18], cuckoo adaptive search, simulated annealing hybrid algo-
rithm [19], oppositional seeker optimization algorithm [20] and other algorithms
are also used for the parameter estimation of chaotic systems.

However, according to the famous “No Free Lunch Theorems” that was pro-
posed by Wolpert and Macready in 1997, there can be no solution to all kinds of
problems. Therefore, a different parameter estimation method should be devel-
oped aiming at a specific problem.

Generally speaking, an n-dimensional chaotic system could be expressed in
the following formula:

Ẋ = F (X,X0, θ) (1)

Where X = (x1, x2, . . . , xn)T ∈ Rn denotes n-dimensional state variable of
original system, X0 denotes system’s initial state and θ = (θ1, θ2, . . . , θm)T ∈ Rm

is the unknown parameters vector, in the context that system structure is known,
estimation system can be expressed as:

Ẏ = F (Y,X0, θ̃) (2)

Where Y = (y1, y2, . . . , yn)T ∈ Rn denotes n-dimensional state variable of esti-
mation system, and θ̃ = (θ̃1, θ̃2, . . . , θ̃m)T ∈ Rm denotes estimation values of
parameters.

Accordingly, the principle of chaotic system’s parameter estimation is
depicted in Fig. 1.

FX X X

FY Y X

X

M

X X
X

M
Y Y

Y

J best

Fig. 1. The Principle of Chaotic Parameter Estimation

Fitness Function Selection

According to the principles described before, the parameters estimation for the
chaotic system is transformed into an optimization problem as follows:

min J(θ̃) =
1
M

M∑

k=1

‖Xk − Yk‖2 (3)



460 H. Li et al.

In the expression above, M denotes sequence length of state variables in
parameter estimation; Xk and Yk denote state variables at kth moment of the
real system and estimation system respectively. Obviously, the parameter esti-
mation of the chaotic system is equivalent to a multi-dimensional continuous
optimization problem which needs to search for the optimum of decision vari-
able θ̃ to acquire minimum value of fitness function J(θ̃).

Due to the dynamic behavior of unstable chaotic system, the parameters are
not easy to obtain. In addition, for the fitness function, there are multiple Vari-
ables, multiple local optimal, the traditional optimization method is very easy
to capture in local minima, but difficult to achieve global optimal parameters.

In this paper, several types of FWA are applied to estimate the parameters
for two typical chaotic system, and compared with other typical algorithm, the
FWAs for the parameter identification of chaotic systems has very important
significance. It is an important application for fireworks algorithm in the field of
chaos synchronization and control.

Parameter Estimation Algorithm

Therefore, utilizing FWA for the chaotic system’s parameter estimation, we need
to set the parameters to a firework, and the corresponding fireworks with mini-
mum fitness is the best parameter of chaotic system, and the specific process of
the parameter estimation is showed as follows:

Parameter Estimation Algorithm

1: Initialize the location of N fireworks

2: Calculate the fitness of each firework (J(θ̃))
and record the firework with minimum fitness

3: for i = 1 to the number of Monte Carlo do
4: for j = 1 to population iterations do
5: Generate explosion sparks
6: Generate Gaussian sparks (According to the algorithm needs)
7: Evaluate the quality of the locations by fitness

(Include fireworks, explosion sparks and Gaussian sparks)
8: Update fireworks
9: end for
10: end for

Simulations and Analysis

Lorenz Chaotic System

Presented by Lorenz in 1963, it can describe several different physical systems
such as disk dynamos, laser devices and several problems related to convection.
Dynamic equation of Lorenz system is expressed as follows:

⎧
⎨

⎩

ẋ = a(y − x)
ẏ = bx − xz − y
ż = xy − cz

(4)
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In which x, y and z represent state variables of system, a = 10, b = 28 and
c = 8/3 are real parameter values. Using FWA to estimate a, b and c in Lorenz.
The initial range of estimated parameters is 9 ≤ a ≤ 11, 20 ≤ b ≤ 30 and
2 ≤ c ≤ 3. For the FWA, the parameters are set as those: Iterations is 100 times,
N = 5,Me = 50, a = 0.04, b = 0.8, Â = 40 and Mg = 5. Table 3 are statistical
optimums, mean and worst values of the parameter estimation found by the
FWA, the EFWA, the dynFWA, the AFWA, the GA, the PSO and the BBO
over 20 independent runs:

Fig. 2 and Fig. 3 are the average fitness evolution curve of FWA and conver-
gence curves of parameter estimation after 20 times’ independent running.

According to Table 2, Fig. 2 and Fig. 3, generally speaking, compared with
other 3 algorithm, FWA and its variants can get a better parameter estimation

Table 1. Results of parameter estimation for Lorenz system

Fitness Algorithm a b c J

Optimums

GA [14] 10.0671 27.9221 2.6635 4.3107

PSO [21] 9.9953 28.0071 2.6670 0.0486

BBO [16] 10.0068 27.9968 2.6667 2.36 × 10−5

FWA 10.0019 28.0011 2.6703 1.09 × 10−3

EFWA 10.0000 28.0000 2.6667 9.41 × 10−9

dynFWA 9.9977 28.0030 2.6663 2.25 × 10−5

AFWA 10.0000 28.0000 2.6667 4.02 × 10−9

Averages

GA [14] 10.1398 27.7427 2.6486 943.7629

PSO [21] 10.0184 27.9934 2.6663 4.1828

BBO [16] 10.0183 27.9913 2.6671 0.0033

FWA 9.9796 28.0001 2.6652 2.14 × 10−2

EFWA 10.0000 28.0000 2.6667 2.95 × 10−7

dynFWA 9.9989 28.0017 2.6671 1.67 × 10−3

AFWA 10.0002 28.0000 2.6667 1.30 × 10−4

Worst values

GA [14] 10.9290 26.1276 2.5621 6461.4801

PSO [21] 10.6082 27.7044 2.6572 39.4060

BBO [16] 9.9440 28.0360 2.6509 0.0289

FWA 9.8497 28.0715 2.6641 5.40 × 10−2

EFWA 10.0006 27.9991 2.6667 1.61 × 10−6

dynFWA 10.0730 27.9326 2.6741 1.35 × 10−2

AFWA 10.0203 27.9806 2.6681 1.05 × 10−3
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Fig. 2. Average fitness evolution curve for Lorenz system
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Fig. 3. Average parameter estimation curve of FWA for Lorenz system

accuracy, specifically EFWA and AFWA can be achieved 10−9. In these types
of fireworks algorithms, AFWA has the fastest fitness convergence rate, EFWA
has the best fitness optimums and evolution curve.
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Rossler Chaotic System

As a simplified model of a chemical reaction system, Rossler system’s expression
showed as below is also a very famous function in nonlinear dynamics:

⎧
⎨

⎩

ẋ = −y − z
ẏ = ay + x
ż = b + z(x − c)

(5)

Rossler parameters’ real values are set as a = 0.2, b = 0.4, c = 5.7. Search range
of estimation parameters is [0, 10]. For the FWA, the parameters are set as those:
Iterations is 100 times, N = 5,Me = 10, a = 0.04, b = 0.8, Â = 40 and Mg = 5
(in total, 20 fireworks/sparks). 5 times of independent parameter estimation of
Rossler system has been processed with FWA and simulation results are com-
pared with results of HBBO in reference [8] and DE introduced in reference [22]
in Table 4.

The average fitness evolution curve of FWA and convergence curves of param-
eter estimation are drawn in Figure 4 and Figure 5 respectively. This shows that
FWAs have a fast convergence speed as well as outstanding performance in global
optimum searching according to Figure 4 and Figure 5. Simulation results outline
both the solving precision and the computation stability of FWAs.

Analysis

According to the experimental results, the feasibility of the parameter estimation
by FWA and its variants have been proved. As can be seen from the results, in
these types of fireworks algorithms, EFWA, dynFWA and AFWA have achieved
better results. For Lorenz chaotic system, EFWA can reach optimal fitness accu-
racy at 10−9 in the case of a small number of iterations, and 10−11 for Rossler
chaotic system, demonstrated its powerful search capability for the chaotic sys-
tem. Fireworks and explosion sparks in FWA are similar to the coarse and fine
in two-parameter control system. By changing the position of the fireworks and
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Fig. 4. Average fitness evolution curve for Rossler system
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Table 2. Results of parameter estimation for Rossler system

Fitness Algorithm a b c J

Optimums

DE [22] 0.2000 0.3530 5.6710 0.0090

HBBO [8] 0.2000 0.4001 5.7000 2.02 × 10−10

FWA 0.1996 0.3978 5.6544 3.75 × 10−8

EFWA 0.2000 0.4001 5.7023 4.09 × 10−11

dynFWA 0.1998 0.3945 5.6226 4.88 × 10−8

AFWA 0.1999 0.3935 5.5969 7.19 × 10−8

Averages

DE [22] 0.1999 0.3728 5.7994 0.0248

HBBO [8] 0.1995 0.3910 5.6639 3.37 × 10−5

FWA 0.1991 0.4243 6.0550 2.07 × 10−6

EFWA 0.2000 0.4023 5.7373 2.37 × 10−7

dynFWA 0.2006 0.4015 5.7229 2.25 × 10−7

AFWA 0.2001 0.4050 5.7793 6.85 × 10−7

Worst values

DE [22] 0.1852 0.2000 5.5839 0.884

HBBO [8] 0.1978 0.3575 5.5296 1.60 × 10−4

FWA 0.1960 0.4540 6.4914 5.34 × 10−6

EFWA 0.2004 0.4197 6.0053 5.80 × 10−7

dynFWA 0.2020 0.4167 5.9494 5.50 × 10−7

AFWA 0.2007 0.4320 6.2059 1.52 × 10−6

explosion sparks, algorithm will strike some optimal balance between search
depth and breadth. At the same time, elitist in population iteration can speed
up the convergence and ensure the continuous optimization, and Gaussian sparks
provide the possibilities of jumping local optima.

In these types of fireworks algorithm, the conventional FWA has relatively
poor results. The explosion amplitude of explosion sparks in conventional FWA
is expressed as follow:

Ai = Â · f(Xi) − ymin + ε

ΣN
i=1(f(Xi) − ymin) + ε

(6)

Ai is the explosion amplitude, for optimal firework, f(Xi) = ymin, so the
amplitude Ai of its explosion sparks are zero. This leads to its poor capacity
optimization and unstability in the parameter estimation process, but for EFWA,
dynFWA and AFWA, their explosion amplitude will not be zero.

In these types of algorithms, dynFWA has the fastest initial convergence rate
due to its dynamic explosion amplitude, but with the iteration, dynFWA does
not necessarily achieve the best results, which will also happened to AFWA.
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Fig. 5. Average parameter estimation curve of FWA for Rossler system

Instead, the EFWA, with its poorer performance than the other two algorithms
in the standard function test, has obtained the best results for the chaotic system.
In comparison with EFWA, AFWA and dynFWA, as the iteration, the explosion
amplitude of three algorithms are also changing, they all have adaptive amplitude
and elitist characteristics. Therefore, faced with the actually complex chaotic
system, the improvement effect of the explosion amplitude for dynFWA and
AFWA may not always be able to play an positive role. Nevertheless, EFWA,
FWA and dynFWA are still better than other algorithms in the table above.

Conclusion

In this paper, the parameter estimation of the chaotic system is transformed
into a class of multi-dimensional parameter optimization problem. In order to
expand the application of FWA which has emerged recently, FWA was intro-
duced, validated and finally applied to estimate the unknown parameters of the
chaotic systems. With Lorenz and Rossler chaotic system, the simulation results
show that the FWA can have better effect than other algorithms, it is a new and
effective chaotic system parameter estimation method.
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Abstract. For the Hydrological models’ complexity, more model parameters, 
and most parameters are unpredictable as well as errors of observation data in 
river basin will lead to lots of errors and uncertainties in Hydrological model  
parameter calibration, Hydrological modeling and forecasting. Therefore, we de-
veloped a unified integrated simulation environment of parameter estimation for 
Hydrological models in Heihe river basin to support the implementation the 
processes of simulation operation, parameter optimization, parameter evaluation, 
analysis and simulation results visualization of Hydrological models in Heihe 
river basin. By using long-term monitoring measured data, we validated the hy-
drologic models’ parameters estimation integrated simulation environment in 
Xinanjiang Hydrological model. The results showed that research in this paper 
would reduce complex workload of data collection and program development, 
and significantly improve accuracy and efficiency for model simulation. 

Keywords: Hydrological models · Parameter estimation · Optimization  
method · Simulation environment 

1 Introduction 

Parameter calibration is essential for simulation of Hydrological models. Before the 
Hydrological models were applied to simulate watershed Ecology-Hydrological 
processes, the values of these parameters of models must be first determined by 
means of parameter estimation methods [1, 2]. These simulation and research 
processes and steps are all involved in lots of expertise which will result in many 
difficulties in model simulation [3, 4]. Therefore, there is an urgent need for an inte-
grated simulation environment for Hydrological model parameter optimization to 
provide a visual environment for Geo-Hydrological model of integrated operation and 
management. By interactively accessing to integrated environment of Hydrological 
model parameter estimation to solve problems and difficulties that researchers en-
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countered in their study of Hydrological model, it will improve the efficiency of the 
model operation and provide better information services for the scientific and technic-
al personnel. 

Because of the Heihe River Basin is a western inland river basin which has the 
most typical features of the landscape pattern, thus it has always been a typical re-
search region for the scientists research in Meteorology, Ecology, Hydrology, water 
resources of cold and arid areas. Especially in the past 50 years, research institutions 
and local authorities in the Heihe River Basin have carried out a lot of researches and 
industrial projects, these long research works have accumulated a wealth of data, 
models and scientific achievements [5]. However, with the deterioration of ecological 
environment of the Heihe River Basin, water resource problems in Heihe have be-
come a major limiting factor for regional development [6]. Many scientific personnel 
devote themselves into the modeling, simulation processes and integrated studies of 
watershed Ecology-Hydrological models in Heihe River Basin [7-9]. 

In the integrated modeling simulation of the Heihe River Basin, Cheng Guodong 
carried out a project of "Development and simulation environment of cross-integrated 
research models in Heihe River Basin", proposed a model suitable for the simulation 
of the Heihe River Basin, focused on solving the system coupling problems of atmos-
phere - vegetation - soil - permafrost - snow, and built the main frame of a decision 
support system based on USGS's MMS platform to couple of surface water models 
and groundwater models [10]. Nian Yanyun designed a Hydrological information 
system that suitable for integrating geospatial database, database observing system, 
and data sharing distribution system in Heihe River Watershed [11]. Nan Zhuotong 
has studied a preliminary application of integrated modeling environment in the Heihe 
River Basin. To achieve cross-platform feature of modeling environment and mod-
ules, the open source Qt/C++ language was adopted. The environment is mainly for 
Hydrology models and land surface process models in Heihe river [12]. Zhang Yao-
nan carried out lots research works in terms of research and demonstration application 
of modeling system and others. And a research support platform has been progres-
sively developed to realize the functions of integrating data observation, data transfer, 
data management, data processing, model management, model building, model calcu-
lation, results visualization and collaborative work environment. This platform will 
effectively support integrated studies of the Ecological, Hydrological model of the 
Heihe River basin [13, 14]. 

In studies of integrated research environment for model parameters estimation, 
there are mainly SWAT-CUP [15-17], MODOPTIM [18]. SWAT-CUP is mainly for 
parameter estimation procedure of SWAT model, which introduced GLUE, ParaSol, 
SUFI -2, MCMC and PSO five different parameter estimation methods, and per-
formed analysis tasks of sensitivity analysis, parameter estimation, parameter estima-
tion and uncertainty analysis for the SWAT model. MODOPTIM is a generic optimi-
zation program for groundwater flow model calibration and groundwater management 
of MODFLOW model. 

In summary, the research aspects of the Hydrological model parameter estima-
tion have the following characteristics and trends: parameter estimation uncertainties 
were discussed fewer in the presence of researches, and lack of a complete parameter 
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estimation and integrated assessment environmental. Therefore, it is unable to deter-
mine the validity and applicability of the parameter estimation methods, and could not 
meet the system needs of the different Hydrological model for parameter optimization 
method. 

2 System Architecture 

The integrated parameter estimation environment of Hydrological models is for the 
research staff that have certain of theoretical basis and practical experience to intui-
tive and easy to manage, use and run all kinds of Hydrological models optimization 
method, parameters and data provided by the integrated environment in GUI mode. 
This environment will help to achieve the visualization performance and flexible ap-
plication simulation processes of Hydrological model to support the integration of 
models, data, optimize methods and the life-cycle throughout the Hydrological simu-
lation processes of model runs and results analysis. 

Parameter estimation integrated environment of Hydrological models has the cha-
racters of convenient operation, rich functions, and its the application process is close-
ly meet the needs of researchers, and strive to complete functions in the simple logic 
way. Researchers can login the system, and implement data submission, model selec-
tion and setting, parameter estimation method selection and model simulation run 
configuration settings and other tasks by the client to run the submitted simulation 
task. After the calculations completed, the user can obtain a simulation output, and 
visualize the output data in graphical way. System workflow chart of the integrated 
parameter estimation environment for Hydrological models was shown in Figure 1. 

3 Design of System Prototype 

The prototype system of the integrated parameter estimation environment for Hydro-
logical models was developed the core functionality of smallest system. The system 
uses C/S structure, and provides all kinds of model parameter optimization functions 
by way of graphical user interface (GUI). The main features of Hydrological models’ 
parameter estimation integrated environment are:  

(a) Management of Hydrological model: user can add, modify and delete Geo Hy-
drological models, and manage their metadata. 

(b) Management of Hydrological model’s parameters: user can add, modify and 
delete the parameters of the selected model, and manage metadata of the mod-
el’s parameters. 

(c) Management of the Hydrological model’s output variable: user can add, modify 
and delete the output variables of the selected models, and manage metadata of 
the model’s output variables. 

(d) Management of model parameter optimization method: user can add, modify 
and delete Hydrological model’s parameter optimization method, and manage 
metadata of optimization method’s parameter. 
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Fig. 1. System work flow of the integrated parameter estimation environment for Hydrological 
models 

(e) Management of model parameter optimization method’s parameters: user can 
add, modify and delete Hydrological model parameter optimization method’s 
parameters, and manage metadata of optimization method’s parameters. 

(f) Management of the objective function: user can add, modify and delete the ob-
jective function of Hydrological models and manage metadata of the objective 
function. 

(g) Management of operating parameters configuration of Hydrological model: users 
can add, modify and delete operating parameters required to run Hydrological 
models, such as choosing the appropriate model and the model parameters,  
setting the model’s output variables, configuration parameters optimization  
method and its parameters, model’s input data path and file name, model’s output 
data path and file name, the start time and end time of the model’s calibration and 
validation, and the model’s running configuration. 
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(h) Management of the operation of Hydrological models: complete the simulation 
run of the model. 

(i) Visualization of model simulation results: by setting the visual display of data, 
chart type, time scale, and the start and end date and other properties for graph-
ics rendering. 

4 Simulation Case of the Hydrological Models’ Parameter 
Estimation Integrated Environment 

To further validate the feasibility of the integrated parameters estimation environment 
for Hydrological models, by selecting the basin above the Zhamashike Hydrological 
station in the west branch of Heihe river as the application area, and using long-term 
monitoring measured data, we validated the hydrologic models' parameters estimation 
integrated simulation environment in Xinanjiang Hydrological model. The prototype 
system was applied in practical applications in order to verify its performance and 
feasibility, and the experimental results were taken as the feedback for the system’s 
improvements. 

A total of 2190 days of daily flow data which from month 1, 1990 to December 31, 
1995, in Zhamashike Hydrological station was selected. In which data from January 
1, 1990 to December, 31, 1990 is for the model’s running warm-up period. It is a total 
of 365 days, and will not involve in calibration. The calibration period is from Janu-
ary 1, 1991 to December 31, 1995. It is a total of 1825 days. This study takes the 
Nash efficiency factor to analyze and compare the error of the simulation runoff  
results with the observations in Heihe River basin. According to the above set, we 
applied the Xinanjiang model to simulate the Heihe runoff, and took the simulated 
annealing algorithm (SA) to achieve the correction of the model parameters. The 
comparison chart of observed daily runoff and simulation results were shown in  
Figure 2, and the unit is cubic meters per second. 

To accurately quantify the model simulation results, we using the above selected 
common NSE efficiency model evaluation factor to quantitative analyze the model’s 
simulation results. The optimization parameters results of Xinanjiang model based SA 
algorithm were shown in Table 1, and the evaluation of runoff simulation results of 
the best five parameter sets were shown in Table 2. As it can be seen from the above 
runoff simulation results, the overall trend of daily runoff simulated values and  
observed values was consistent with each other, and the Nash-Suttclife model  
efficiency coefficient reached 0.75 or more. In the integrated parameter estimation 
environment for Hydrological models, the Xinanjiang model with optimized parame-
ters can simulate the dynamic changes of runoff in Heihe River basin; the results meet 
the requirements, and have good geographical adaptability. But in the simulation 
comparison chart, it can also be seen that in the flood period of the wet years, here are 
still gaps and the oscillation phenomenon in the simulation of watershed peak flow in 
Xinanjiang model. Especially in June 1993 and June 1995, the simulation error is 
larger; the observed value is greater than the simulated value. It is demonstrated that 
there are still some uncertainties in runoff simulation and further in-depth analysis are 
needed to determine the sources of uncertainty. 
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Fig. 2. Runoff simulated values and observed values in parameter validation period 

Table 1. Xinanjiang model parameters optimization results based on SA algorithm 

Parameter 

ID 

Parameter 

Name 
Unit Parameter ranges 

Parameter esti-

mated value 

0001 K - [0.001,1.000] 0.30707 

0002 IMP - [0.001,0.500] 0.29885 

0003 B - [0.001,1.000] 0.22557 

0004 WUM mm [5.000,30.000] 19.48551 

0005 WLM mm [50.000,100.000] 85.26665 

0006 WDM mm [50.000,200.000] 196.77983 

0007 C - [0.001,0.300] 0.19928 

0008 FC mm/h [0.001,50.000] 45.04282 

0009 KKG - [0.001,0.990] 0.98980 

0010 Kr - [0.001,10.000 5.92115 
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Table 2. Evaluation of runoff simulation results of the best five parameter sets 

K IMP B WUM WLM WDM C FC KKG KR NSE 

0.30707 0.29885 0.22557 19.48551 85.26665 196.77983 0.19928 45.04282 0.98980 5.92115 0.7554 

0.29561 0.28840 0.22565 22.86970 82.69571 183.51005 0.23178 39.63777 0.98848 5.95687 0.7532 

0.31157 0.30223 0.23267 19.56256 84.84464 196.79392 0.19779 45.03510 0.98879 5.94170 0.7531 

0.29588 0.28537 0.22304 22.66856 82.18327 182.77341 0.23095 39.32554 0.98868 5.93240 0.7525 

0.31104 0.29927 0.21506 19.48723 84.78699 194.16962 0.19661 44.20319 0.98873 5.94736 0.7518 

5 Conclusion and Future Work 

This paper described the architecture design of the integrated parameter estimation 
environmental management system for Hydrological models, and the environment 
system is divided into model management, model’s parameter management, model’s 
output variable management, optimization method management, optimization me-
thod’s parameter management, model’s configuration management and the model run 
function module. We set up a prototype system of the integrated parameter estimation 
environment for Hydrological models, and applied in practical applications to verify 
its performance and feasibility in the Heihe River basin. 
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Abstract. Junk code increase manual analysis difficulty in reverse engineering, 
and seriously disturb the automatic analysis process of ant code obfuscating, so 
find a junk code removing method has a great significance in the field of 
reverse engineering. Based on this, aiming at the problem that the executable 
context-dependent junk code is difficult to remove automatically, this paper 
proposes a junk code removing method based on idle register slicing, through 
analyzing data dependencies between instructions, get all the idle register of all 
instruction in code block, slice the code block by idle registers respectively, 
remove all the junk code in the slice instruction. Experiments show that, this 
method can remove embedded executable junk code rapidly and accurately, 
improve the efficiency of reverse engineering. 

Keywords: Junk code · Program slicing · Idle objects set 

1 Introduction 

At present, code obfuscation is widely used [1~4] in the anti-reverse analysis, Virtual 
machine protection, privacy data protection etc. software protection field. It can 
enhance the code quantity and complexity to prevent reverse analysis and feature 
extraction, which lead to new challenges of existing reversing analysis method. Code 
obfuscating means the code is transformed to another one. The original code P is 
transformed to object code P’, both are identical logically, but P’ is much less 
readable and understandable due to code complexity and code quantity. Junk code is 
one kind of code obfuscation. 

Junk code, also called garbage code, is divided into non executable and executable 
[5]. Non executable one refers to a group of useless byte without executing actually 
which inserted into the original code. It’s mainly with the opaque predicate jumps 
against static disassembling [6], but no effect on dynamic debugging and instruction 
tracing. The latter refers to a group of useless byte which executes but does not change 
the original logic; it’s divided into context-dependent and context-free junk code. 
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WU WM[7] proposed to use junk code to enhance the protection of virtual 
machine software , but the specific methods and algorithms about junk code inserting 
was not given; Mental Driller[8] proposed code morphing method and corresponding 
reduction method, but those methods are still based on pattern matching, not suitable 
for context-dependent junk code. Z0mbie[9] proposed the concept of an object set, 
gave the permutation conditions of exchanging two instructions, but didn’t give the 
conditions of junk code elimination and inserting. 

Aiming at the problem of context-dependent junk code is difficult to eliminate 
automatically. This paper proposes a junk code elimination method based on idle 
object slicing (JEIOS). By analyzing data dependence between instruction source data 
and destination data, we propose the concept of object set, define the idle object set, 
get all the idle object set of each instruction in code block, slice the code block by idle 
object respectively, and finally, eliminate all the junk code in the slice instruction. 

2 Preparation Knowledge 

As shown in Figure 1, code obfuscation can make the code understandable by 
invocating the instruction substitution recursively according to the requirement. 
 

 

Fig. 1. Schematic diagram of code obfuscation 

Code de-obfuscation can match instruction sequence according to pattern matching 
method with the help of disassemble engine, and then restore the original code 
recursively. But if obfuscated code inserts some executable junk code randomly, it 
will enhance the difficulty of restoring the original code greatly. It means when match 
instruction sequence with a predefined pattern, matching discrete instruction is 
needed, which will lead to massive false positives. 

3 Junk Code Elimination Based on Idle Object 

The basic idea of junk code elimination based on idle object slicing (JEIOS) is 
eliminating junk codes by analyzing data dependencies between instructions. 
Subsequent instructions will cover the semantics of junk code, so junk code can be 
executed and will not affect semantics. The key is to find out which instruction 
semantics are covered. Through the acquisition of each instruction idle object set, and 
then analyze the idle object set of all instructions in the entire code blocks by 
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propagation algorithm, then according to the idle object clustering, appears idle 
blocks and non-idle blocks alternation. For an idle block, all the instruction semantics 
of which destination object set contain the object will be covered by the last one, so 
deleting these instructions will have achieved a purpose of junk code elimination. 

Before the detailed description of JEIOS, we firstly introduce several basic 
concepts involved in JEIOS. 

Definition 1(Object Set): Object set  is the set which instruction operation is 
affected and based on, including  all general registers, flag register, memory 
references, denoted as U. Taking the 32 bit X86 architectures as an example, 
U={EAX, EBX, ECX, EDX, ESI, EDI, ESP, EBP, flags, memory}. 

Definition 2(Source Object Set): Source object set is the object set that one 
instruction INSK reads, denoted as SK. 

Definition 3(Destination Object Set): Destination object set is the object set that one 
instruction INSK writes or affects, denoted as DK. 

Definition 4(Idle Object): For one instruction INSK and one object P, if inserting any 
number of instructions between INSK-1 and INSK which arbitrarily modify P and their 
DK equals {P}, will not affect the following instructions execution, then P is called 
idle object for INSK. 

Definition 5(Idle Object Set): For one instruction INSK, the set of all idle objects for 
this instruction is called idle object set, denoted as NK, NK U. 

Definition 6(Idle Object Set Propagation): Given two instructions INSI and INSJ 

executed in tandem, the influence of NJ on NI according to their data dependency is 
called idle object set propagation. Denote the propagating object set reckoned by 

propagation rules as FI, then . 

Definition 7(Idle Object Scope) : If object K is idle object between INSI and INSJ, 
then the scope between INSI and INSJ is called Idle Object Scope, denoted as 
SK=[INSI，INSJ]. 

3.1 Overall Process 

The overall process of idle object set propagation and program slicing is shown in 
Figure 4.  

 

Fig. 2. Overall process 
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As shown in Figure 4, it including obtaining idle object set for single instruction, 
idle object set propagation, and program slicing based on idle object set. 

3.2 Obtaining Idle Object Set for Single Instruction 

Regulation 1: For one single instruction INSK, idle object set NK equals the 
intersection of the destination object set and a complementary set of source object set. 

      . (1)

~ SK means the registers that INSK does not refer to. But ~ SK is just idle registers 
for current instruction, which may be used in following instructions. DK& ~ SK 
represent the registers that are rewritten and not read, so those registers can be 
modified arbitrarily before this instruction. This rule is a relatively conservative rule, 
but DK& ~ SK must be idle objects which would be empty most of the time. 

3.3 Idle Object Set Propagation 

Regulation 2: Given the propagation direction which is from bottom to top, for two 
adjacent instructions INSK-1 and INSK, so the elements in idle object sets NK, which is 
not contained in the former instruction source object set SK-1, can be propagated to 
former instruction idle object sets NK-1. 

         . (2)

Take “ADD EAX ,4; MOV ECX ,8” for example, for the second instruction, ECX 
is idle object, and it is not contained in the former instruction source object set  SK-1 
{EAX}, so it is also a idle object for “ADD EAX ,4”. We also can call this rule as the 
rule of “pass through”. 

Regulation 3: For two adjacent instructions INSK-1 and INSK, if the elements in 
destination object sets DK-1 are all contained by the next instruction idle object set NK, 
then the intersection of SK and next instruction idle object sets NK can be propagated 
to current instruction idle object sets NK-1 

        . (3)

If any element A of SK-1 is an idle object that means any modification of A won’t 
change the following instruction semantics. But A have an impact on DK-1, so any 
instruction which modify A will have an impact on two things: A and DK-1. If A and 
DK-1 are both contained in idle object sets of next instruction, then A will be the idle 
object for this instruction.  
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Algorithm 1. Idle Object Set Propagation algorithm
INPUT: Instruction sequence list 
OUTPUT: If success, return True; else return false
begin 
1. for (INSK，K from 1 to N) 
2.  INSK.null_set=XSET_UNDEF|XSET_MEM//Initialize registers as non-idle object 
3. end; 
4. for (INSK，K from 1 to N) 

5.  INSK.null_set |= INSK.DK &(~ INSK.SK)// Initialize idle object set for instructions 
7. end; 
8. for (INSK，K from N-1 to 1)// propagate Idle Object Set from last instruction 

9.   INSK.null_ set |= (INSK+1.null_set –INSK.SK) //rules 2 

10.if (INSK.DK XSET_MEM==NULL) && (INSK.DK INSK+1.null_set ) 

11.  INSK.null_ set |= INSK.SK & INSK+1.null_set// rules 3 
12. end if; 
13. end for; 

3.4 Junk Code Elimination Based on Idle Object Set 

When all instructions idle object sets are gained, slice the code block by each element 
of the object set U, the process is shown in Figure 5: 
 

 

Fig. 3. Schematic diagram of the code block slicing 

Hatched areas denote the instructions of which idle object set contain the EAX. 
Non-hatched region denote the instructions of which idle object set don’t contain the 
EAX. EAX is idle object for each instruction in hatched areas, which means any 
modification on EAX value will not affect the code block semantics and the following 
instructions execution. So we can delete all instructions of which idle object set only 
contain EAX except the last one, because these instructions only affect EAX value 
and the last one cover the EAX value. The algorithm is as follows: 

1) Initialize object set of each instruction, and call the above idle object set 
propagation algorithm to analyze the entire code block, obtain objective set of 
each instruction. 
 

 ⊆
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2) Slice the code block by each element RegSet[I] of object set U. That means 
through all instructions, determine whether RegSet[I] is included in the idle object set 
for each instruction. If true, add the instruction into instruction temp list TempList. 

3) For each instruction in TempList, determine whether the idle object set only 
contain RegSet[I] or all elements in destination object set are marked as Deleted, if 
true, delete current instruction. If not, mark RegSet[I] in  destination object set as 
Deleted. 

4 Experimental Analysis 

4.1 Validity Test 

We take a part of the code in the first handle of the bubble sort algorithm protected by 
CodeVitualizer for example, to illustrate idle object set determining, idle object set 
propagation and program slicing based on idle object set.  

XDE32 is an open source disassemble engine. It can analyze each instruction 
source object set and the destination object set denoted as a 32 bit DWORD. When an 
instruction source or destination object set including a register, the corresponding bit 
of the DWORD is set to 1. This paper also defines a DWORD REGUSED as registers 
used by an instruction. The REGUSED negated result means idle object set of this 
instruction. 

 

(a) Idle Object Set determining of single instruction 

 

(b) Idle Object Set Propagation 

 

(c) program slicing results of EBX case

 

 

 

(d) the results after JEIOS 

Fig. 4. Junk code elimination process 
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As the result shows that: 
1) JEIOS time overhead mainly used on idle object set propagation; 
2) The instruction number has great influence on time overhead. So JEIOS is 

suitable for the code block analysis of which instruction number is below ten 
thousand.  

3) Given hardware conditions, JEIOS has good data processing ability for the junk 
code, the time overhead of processing ten thousand conditions are below 0.8 seconds. 

5 Conclusion 

This paper presents the first effort that synergism idle object set and program slicing 
to solve junk code problem. The proposed solution, idle object sets, provoke 
interesting discussions from the assembly-level instruction data dependency analysis 
and open the door to a wide range of innovation opportunities. It not only can be used 
in automation junk code inserting or elimination, also can be used in instructions 
reordering. We expect to see a new generation of assembly-level instruction data 
dependency analysis method that is more effective, accurate, and easy to implement. 
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Abstract. Line drawings are especially effective and natural in shape
depiction. There are generally two ways to generate line drawings: object
space methods and image space methods. Compared with object space
methods, image space methods are much faster and independent of the
3D object, but easily affected by small noise in the rendered image. We
suggest applying an edge-preserving L0 gradient smoothing step on the
rendered image before line extraction. Experimental results show that
our method can effectively alleviate unnecessary small scale lines, leading
to results comparable to object space methods.

Keywords: Edge-preserving image smoothing · L0 gradient minimiza-
tion · Contour generation

1 Introduction

Compared with realistic imagery, non-photorealistic rendering (NPR) techniques
can be remarkably efficient at conveying shape and meaning with a minimum of
visual distraction, and thus are vastly used in various area including illustrations,
painterly rendering, and cartoon production. Line drawings are especially effec-
tive and natural in shape depiction. Lines like contours play an important role in
shape recognition because they provide main cues for figure-to-ground distinc-
tion. There are generally two different strategies to generate contours from a 3D
scene: Object space methods [4,12,13,27,29] compute the feature lines on the
3D objects directly; Image space methods [1,10,14,15,18,20,26] generate line
drawing by applying certain image processing techniques on rendered images.
Compared with object space methods, image space ones are much faster and
independent of the 3D object. However, image space methods are limited by
the precision of the images and easily affected by small noise presented in the
rendered image. Thus, there are usually unnecessary small scale lines in the line
drawing (see Fig.1(b)).

While the limitation of precision can be simply solved by increasing image
resolution, those unnecessary small scale lines are rather difficult to alleviate.
In this paper, we propose a L0 Gradient minimization based contour generation
c© Springer International Publishing Switzerland 2015
Y. Tan et al. (Eds.): ICSI-CCI 2015, Part II, LNCS 9141, pp. 484–491, 2015.
DOI: 10.1007/978-3-319-20472-7 52
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Fig. 1. With L0 gradient minimization based smoothing of the rendered image, our
image space line drawing method can generated results comparable to object space
methods: (a)original rendered image; (b) line drawing from (a); (c) smoothed image of
(a); (d) line drawing from (c); (e) line drawing by object space method

method in the image space. To be specific, we apply a L0 gradient minimiza-
tion process to smooth the rendered image while preserving edges before line
extraction. Our method can effectively alleviate those small scale lines induced
by noise in the rendered image, leading to results that are comparable to object
space method (see Fig.1(d) and (e)).

2 Related Work

2.1 Edge-Preserving Image Filtering

Edge-preserving smoothing is frequently used in recent computational photog-
raphy over the last decade. Traditional strategies decompose a given image into
structure and detail by smoothing the image, simultaneously preserving or even
enhancing image edges, and they differ from each other in how they define edges
and how this prior information guides smoothing. Perona and Malik [16] pre-
sented an anisotropic diffusion model in which pixel-wise spatially-varying diffu-
sivities are estimated from image gradients. These diffusivities prevent smoothing
at image edges, and preserve important image structures while eliminating noise
and fine details. In [25], Tumblin and Turk pioneered their use in tone mapping,
with LCIS, a variant of anisotropic diffusion. However, anisotropic diffusion is
rather time consuming and tends to oversharpen edges, and therefore is further
investigated to address these limitations [22]. Another way is to use the bilateral
filter which is popularized by Tomasi and Manduchi [24] and further improved
by other researchers [6] mainly in efficiency. Due to its simplicity and effective-
ness, bilateral filtering has been successfully applied to several computational
photography applications [8,26]. Although bilateral filter works quite well for
noise removal and detail extraction at a fine spatial scale, it is less appropriate
to be extended for arbitrary scale. Some other researchers chose to adopt edge
preserving regularization with either weighted least square [7] or total variation
[19]. However, such kind of methods may influence contrast during smoothing as
they penalize large gradient magnitudes too. Recently, Xu et al. [28] presented
a complementary method to globally control how many non-zero gradients are
based L0 gradient minimization , resulting into approximate prominent structure
in a sparsity-control manner.
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2.2 Image Space Contour Generation

We focus on relevant literature in image space contour generation. A simple way
to generate a line drawing of a 3D scene would be to render the scene from the
desired point of view, detect edges in the images, and display the edges. In [9],
Gooch et al. introduced several simple algorithms on silhouette detection. The
work of Raskar and Cohen [17] proposed a related work to allow variable-length
line segments. However, the edges of a photograph do not typically correspond
to the silhouette edges that we want to illustrate [21]. A better way is to extract
the depth map, and apply an edge detector on it [3,5,20]. However, it cannot
detect the boundaries between objects that are at the same depth, nor does it
detect creases. It can be further improved by considering surface normal as well,
to detect edges changing in surface orientation and incorporate these edges.

3 Background

Contours are lines where a surface turns away from the viewer and becomes
invisible. From a mathematical view [2], contours of a smooth and closed surface
S are the set of points that lie on this surface and satisfy:

n(p) · v(p) = 0. (1)

Here c is the view point, p ∈ S is a point on the surface, n(p) is the unit
surface normal at p, and v is the view vector: v(p) = c − p. DeCarlo et al.
[4] noticed that the visual system are also sensitive to features where a surface
bends sharply away from the viewer, yet remains visible, those that are almost
contours and become contours in nearby views. They called these features sug-
gestive contours, and formally defined them as the set of points on the surface
at which its radial curvature κr is 0, and the directional derivative of κr in the
direction of w (the projection of the view vector v on the tangent plane at p) is
positive:

Dwκr > 0. (2)

Here, the directional derivative Dwκr is defined as the differential of κr(p)
applied to w, or dκr(w) .

Suggestive contour can be detected in the object space by finding zero cross-
ing of κr exhaustively, filtering out those spurious zero crossings induced when
the minimum principal curvature is close to zero and w roughly looks down its
corresponding principal direction.

4 Image Space Suggestive Contour with L0 Gradient
Minimization

Suggestive contours can also be generated in the image space. Note that the
suggestive contour can also be defined as the set of minima of n · v in the
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direction of w[4], thus we can firstly approximate n · v by rendering a smoothly
shaded image with a diffuse light source placed at the camera origin and detect
suggestive contours in this image as steep valleys in intensity, to find stable
minima of n · v/‖v‖.

The key is to detect all the valleys effectively. There are various options
[11,23], we can simply adopt one of them. However, noise and the high suscep-
tibility of edge detector make high quality extraction difficult. We suggest sta-
bilizing the extraction process with a prior suppression of low-amplitude details
in the shaded image while preserving the main structures.

Inspired by [28], we also use a L0 gradient minimization scheme for the
stabilization, which resolve issues arise in previous work due to its global nature.

4.1 L0 Gradient Minimization Based Stablization

Denoting the shaded image I, stablized image S, the gradient ∇Sp =
(∂xSp, ∂ySp)T for each pixel p on S is computed as color difference between
neighboring pixels along the x and y directions. The gradient measure is then
defined as:

C(S) = �{p||∂xSp| + |∂ySp| �= 0}. (3)

It count p whose magnitude |∂xSp|+|∂ySp| is not zero. We can finally estimate
by solving

min
S

{
∑

p

(Sp − Ip)2 + λ · C(S)}. (4)

The gradient magnitude |∂Sp| is defined as the sum of gradient magnitudes
in rgb. The term

∑
(S − I)2 constrains image structure similarity.

The two terms in Equation (4) model the pixel-wise difference and global dis-
continuity statistically respectively, conventional discrete optimization method,
such as gradient decent, are not appropriate. The basic idea is to expand the
original terms by introducing auxiliary variables, and solve the problem with half
quadratic splitting. To be specific, auxiliary variables hp and vp, corresponding
to ∂xSp and ∂ySp are introduced, leading to a new objective function:

min
S,h,v

{
∑

p

(Sp − Ip)2 + λ · C(h, v) + β · (∂xSp − hp)2 + (∂ySp − vp)2}. (5)

where C(h, v) = �{p||hp| + |vp| �= 0} and β is an automatically adapting
parameter to control the similarity between variables (h, v) and their correspond-
ing gradients. The new objective function can be solved through alternatively
minimizing (h, v) and S, with one set of the variables fixed in each pass:

– Pass 1: computing S. The S estimation stage corresponds to minimizing
by omitting the terms not involving S in Equation 5

{
∑

p

(Sp − Ip)2 + β · (∂xSp − hp)2 + (∂ySp − vp)2}. (6)
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– Pass 2 : computing (h, v) The objective function for (h, v) is

min
h,v

{
∑

p

((∂xSp − hp)2 + (∂ySp − vp)2 +
λ

β
C(h, v)}. (7)

where C(h, v) returns the number of non-zero elements in |hp| + |vp|. The
energy can be spatially decomposed where each element hp and vp is esti-
mated individually:

∑

p

min
hp,vp

{
∑

p

((hp − ∂xSp)2 + (vp − ∂ySp)2 +
λ

β
H(|hp| + |vp|)}. (8)

and making the problem empirically solvable. H(|hp|+ |vp|) is a binary func-
tion returning 1 if |hp| + |vp| �= 0 and 0 otherwise.

5 Experimental Results

We have implemented a prototype system to validate the feasibility of our app-
roach. We ran various tests on a desktop PC with an Intel i5 CPU@2.70GHz,
8.00G RAM, GeForce GT 640M GPU@625MHz. The L0 gradient minimization

Fig. 2. Comparison among different image smoothing methods: (a)Noise image created
by Farbman et al. [7]; (b)Gaussian filtering with σs = 4; (c)Bilateral filtering with
σs = 4,σr = 0.15; (d)Weighted least square filtering with α = 1.2,λ = 0.25; (e)L0
gradient minimization

Fig. 3. Comparison of different line drawing method: (a)rendered image; (b) smoothed
image; (c)line drawing from (a); (d) line drawing from (b); (e) line drawing in object
space; (f)zoom in of (a); (g)zoom in of (b); (h)zoom in of (c); (i)zoom in of (d)
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Fig. 4. More examples: First row shows the rendered images; Second row shows
smoothed images; Third row shows the line drawing results

scheme can effectively small noise in image while preserving the main struc-
tures. To show that, we compare with several state-of-art methods in Fig.2.
Fig.3 shows comparisons of the line drawing results of our method, direct image
space method and object space method. We can clearly see from the Figure
that the results generated by our method are more similar to the objet space
method, with less small lines due to jittering in the shaded image. Fig.4 shows
more results generated by our method.

6 Conclusions

In this paper, we present an image space line drawing method which can generate
high quality line drawing results quickly. The key of our method is to smooth the
rendered image with an edge-preserving Lo gradient minimization method before
line extraction. Our scheme can effectively alleviate small scale lines induced by
noise in the rendered image, leading to results that are comparable to object
space method. Our method is independent of the complexity of the 3D object.
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