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What is big data

- Data of:
* High magnitude
« Advanced complexity
« Non-conventional Analysis

- Data generated by devices would reach 507.5 zettabytes (ZB) per year (42.3 ZB
per month) by 2019, 269 times higher than the amount of data being transmitted
to datacenters from end-user devices and 49 times higher than total datacenter

traffic
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The V's model

* Three V’'s of big data to describe characteristics

3Vs of Big Data
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VOLUME

the sheer size of
data in terms of

Storag

VELOCITY

the speed of incoming

data and the time it

takes to process.

VARIETY

the types of files and
formats of data as

well as sourc

There are many different factors
that can contribute to the
increase in data volume, such as
time or format. For example,
transaction-based data stored
over years or unstructured data
streaming from social media in
the form of posts, video, audio

with relational data such as

comments, re-posts, discussions,
likes/up-votes etc.

Data velocity is both the speed at
streams in and the
timely manner in which da
be dealt with in order to maintain
time based relevance. With the

accessibility of available

which dat

a must

technology today and the growth
of connectivity, as the “Internet”
evolves into the “Internet of
Things”, streaming data is driving
the need to process and analyse in
near-real time.

Data comes in all types of
formats, and in terms of analysis
can be grouped into two streams.

Structured: the numeric data in
traditional databases. Information
created from line-of-business
applications and pre-formatted
data collected over time.
Unstructured: the relational and
seemingly unrelated data that
comes from unstructured
sources, such as social media or
data such as text documents,

email, video, audio, etc.
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Sources of big data

Where does big data come from?

Most big data efforts are currently focused on analyzing internal data to extract insights
Fewer organizations are looking at data cutside their firewalls, such as social media.
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Challenges in Big data

* In General:

* Volume, Variety and Velocity

« Data Transfer
« Conventional methods of data transfer do not work efficiently
« Networks not designed to cater for such massive volumes

* One solution: Process at the “edge”
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Challenges in Big data

Challenges :
SA:nhEu;;;:i”MﬂmmGumuﬂon :
» Data Processing Challenges i
. Emmmnmmanm '
« Quality and relevance are il N :
important characteristics RN e :
o _ [0 o 3o Challen ‘
« General Statistical analysis tools TR 0o
. =  Automating Integration & Aggregation
not applicable }
* OLAP Tools (On-line Analytical |  Gnallenges
Processing Tools), HPC and Do i

Machine Learning
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Petabytes of Data

* Asingle PBis 1,024 TB
- 1TB=1,024 GB=1,048,676 MB =1,073,741,824 KB = 1,099,511,627,776 B
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A DIt of
Context
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Sites Petabytes M Files Since

(ECMWF) European Centre for Medium- 318.63 330.05 2002

R Weather F 1
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{UKMO) United Kingdom Met Office 239.49 24150 2009

W h O G e n e rO -I-es S O (NOAA-RD) National Oceanic and 133.86 94.26 2002

Atmospheric Adminisiration Research &

much?@

(BNL) Brookhaven National Laboratory 13275 146.45 1098

AT&T transfers about 30 e e R
petabytes of data through its (Meteo-France) Meteo France 108.41 37078 2015
networks each day. (CEATERA) Commisari aEnerg 103.95 20.79 1999

« The 2009 movie Avatar is e o o o
reported to have taken over 1 AR Kot Conter o Amocpnene e e .
petabyte of local storage at researen
Weta Digital for the rendering of oot e s Hatona e e o
the 3D CGl effects. (LLNL-Secure) Lawrence Livermore National 74,55 1029.35 1998

Laboratory - Secure

(DKRZ) Deutsches Klimarechenzentrum 73.94 19.37 2009

(ORNL) Oak Ridge Mational Laboratory 65.47 70.36 1997




INNINNNInnninnnnnnnnnnnnnnnnnnnnininnnannaannannan

How Is it stored?

 Data Centers

» Cloud providers employ a huge number of commodity disk, across several
data centers.

« Network attached storage (NAS)

CLIENT
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Challenges in Storage

* Must be scalable

« Must provide necessary rate of input/output operations to deliver data to
analytics tools

« Data backup and archiving

 Distributed File systems such as HDFS (Hadoop Distributed File systems) and
GFS (Google File System) and cloud computing platforms provide solutions
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The Sustainability Aspect

« Storage systems and data centers consume
huge amounts of power.

Projection of Datacenter Electricity Use
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The Sustainabllity Aspect

« Energy efficient distributed file systems e.g. GreenHDFS
« Power-aware storage management algorithms

« Energy aware scheduling
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Thank you for your attention!



