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What is Computing Cluster?

● A computing cluster is a parallel or distributed computer system
○ Collection of interconnected stand-alone computers 
○ Under one administration
○ Working together as a single integrated computing resource



Components of Cluster

● Multiple standalone computers 
● Operating system
● High-performance interconnects
● Middleware
● Nodes



Types of Computing Clusters

● Failover clusters
● High-performance clusters 
● Load balancing clusters



Advantages

● Better availability and reliability
● Scalability
● Enhanced network performance
● Easy troubleshooting 

Disadvantage

● Maintenance
● Resource consumption
● Application incompatibility



Cluster Management & Tools
Cluster management includes:

● Monitoring nodes
● Resource allocation
● Failure recovery

Popular cluster management tools:

● Swarm
● Fleet
● Google Kubernetes
● Apache Mesos



Apache Mesos: Architecture

● Master daemons manages agent-daemon running in 
nodes

● Master decides how many resources to offer to each 
framework according to a given organizational policy, 
such as fair sharing or strict priority

● A framework running on top of Mesos consists of 2 
components: a scheduler and an executor 

● Scheduler registers with the master to be offered 
resources and executor process that is launched on 
agent nodes to run the framework’s tasks

● Master determines how many resources are offered 
to each framework, the frameworks' schedulers select 
which of the offered resources to use



Apache Mesos: Resource Offer 

● Agent 1 reports to the master it has 4 CPUs and 
4 GB of memory free. Master then invokes the 
allocation policy module, which tells Framework 1 
should be offered all available resources. 

● The master sends a resource offer describing 
what is available on Agent 1 to Framework 1

● The framework’s scheduler replies to the master 
with information about two tasks to run on the 
agent, using <2 CPUs, 1 GB RAM> for the first 
task, and <1 CPUs, 2 GB RAM> for the second 
task. 

● Finally, the master sends the tasks to the agent, 
which allocates appropriate resources to the 
framework’s executor,



Google Kubernetes Demo

Demo

https://console.cloud.google.com/kubernetes/list?project=walletz-1346
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