
表格表头

表格边框

导航灰底

文字底色

文字边框

Page 0 Copyright ©  2022 Huawei Technologies Co., Ltd.
Huawei Confidential

HUAWEI Live Webinar
Post-sales

Troubleshooting Centralized Storage 
Common Faults

Enterprise China GTAC



表格表头

表格边框

导航灰底

文字底色

文字边框

Page 1 Copyright ©  2022 Huawei Technologies Co., Ltd.

About This Training

• Daily Maintenance Introduction

• How to collect logs for storage

• Troubleshooting and case sharing

• Centralized Storage Maintenance Introduction.

• Log Collection

• Troubleshooting for common issue.

Objectives

Highlights

More

If you have more information, please feel free to contact us at ChannelService@Huawei.com.

mailto:ChannelService@Huawei.com
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HUAWEI Live Webinar

Warm 

reminder

Before training start:

In order to response your questions after the 

training and support training plan, please change 

your screen name to one of the following methods.

Your contact information will only be used to 

improve your training experience. 

Post-sales

1. Your Huawei Uniportal ID

2. Your email address that 

has been associated with 

your Huawei Uniportal ID 

3. Add your company full 

name after your screen 

name
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HUAWEI Live Webinar

Warm 

reminder

During the training:

1. If you have any questions about the course, 

please leave a message in the message area. 

The moderator will remind the trainer to reply in 

the Q&A session.

2. If you encounter equipment or IT problems, 

please describe your difficulties in the message 

area and @Training Organizer

3. Welcome to discuss this course in the message 

area.

4. During the Q&A session, if you need to speak, 

please raise your hand in the meeting.

Post-sales
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Content

1. Centralized Storage Maintenance Introduction

2. Log Collection

3. Troubleshooting for common issue
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System Management – Device Manager 

Address: https://ManagementIP:8088

The DeviceManager home page displays the current operating status, alarm 

information, system capacity trend, and system performance of a storage system. 

This information helps you prepare for device management and maintenance.
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System Management – Checking Alarms

You can clear a listed alarm by referring to the detailed description and 

troubleshooting suggestions on the alarm.
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System Management – Alarm Severity 

The following slides present the alarming mechanism, alarm notification methods, 

and alarm dump for you to better manage and clear alarms. 
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Checking Device Running Status

This section describes how to check the running status of a storage 

device and the functional status of the device on DeviceManager. 

This allows you to detect device faults in a timely manner.
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Checking Device Running Status – Controller Enclosure

Parameter Description

Health Status •Normal: The functionality and operating performance of 

the enclosure are normal.

•Faulty: The enclosure is working improperly.

Running Status Online or Offline
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Checking Device Running Status – Controller

Parameter Description

Health Status •Normal: The controller is functioning and running normally.

•Faulty: The controller is working improperly.

Running Status Online or Offline
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Checking Device Running Status – Power Module

Parameter Description

Health Status •Normal: The power module is functioning and running normally.

•Faulty: The power module is working improperly.

•No input: The power module is in position but is not providing power.

Running Status Online or Offline
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Checking Device Running Status – Controller Enclosure BBU

Parameter Description

Health Status •Normal: The BBU is functioning and running normally.

•Faulty: The BBU is working improperly.

•Insufficient power: The BBU has insufficient power but other parameters 

are normal.

Running Status Online, Charging, or Discharging
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Checking Device Running Status – Interface Module

Parameter Description

Health Status •Normal: The interface module is functioning and running normally.

•Faulty: The interface module is abnormal.

Running Status Running or Powered off
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Checking Device Running Status – Port

Parameter Description

Health Status •Normal: The host port is functioning and running normally.

•Faulty: The host port is abnormal.

Running Status Link up or Link down
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Checking Device Running Status – Disk

Parameter Description

Health Status •Normal: The disk is functioning and running normally.

•Faulty: The disk is working improperly.

•Failing. The disk is failing and needs to be replaced soon.

Running Status Online or Offline
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Checking Device Running Status – Storage Pool Status

Parameter Description

Health Status Normal: The storage pool is functioning and running normally.

Degraded: The storage pool is functioning normally, but cannot provide 

the optimal performance.

Faulty: The storage pool is abnormal.

Running Status Online, reconstruction, precopy, deleting, or offline
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Checking Device Running Status – LUN

Parameter Description

Health Status •Normal: The LUN is functioning and running normally.

•Faulty: The LUN is working improperly.

Running Status Online, Deleting, or Offline
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Checking Device Running Status – Host

Parameter Description

Status •Normal: The host is functioning and running normally.

•Faulty: The host is abnormal.
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Checking Indicators 

Controller enclosure or disk enclosure indicators show the 

running status of a controller enclosure or disk enclosure. 

By checking these indicators, you can promptly know the 

status of each component.
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Checking Indicators -- Front Panel of the Controller Enclosure for Dorado 3000 V6

The following figure shows the indicators on the front panel of a 

controller enclosure. 
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Checking Indicators -- Front Panel of the Controller Enclosure for Dorado 3000 V6

Module Indicator Type Status and Description

Disk module Running indicator of the 

disk module

•Steady green: The disk module is working correctly.

•Blinking green (4 Hz or higher): Data is being written to and read 

from the disk module.

•Off: The disk module is powered off or powered on incorrectly.

Disk module Location/Alarm 

indicator

•Steady yellow: The disk module is faulty.

•Blinking yellow (2 Hz): The disk module is being located.

•Off: The disk module is running properly or is pluggable.

System subrack

Controller enclosure Power 

indicator/Power button

•Steady green: The controller enclosure is powered on.

•Blinking green (0.5 Hz): The controller enclosure has just been 

powered on.

•Blinking green (1 Hz): The controller enclosure is in the burn-in 

state.

•Blinking green (2 Hz): The controller enclosure is in the operating 

system boot process, or is being powered off.

•Off: The controller enclosure is powered off or powered by the 

BBUs.

Controller enclosure 

Location indicator

•Blinking blue (2 Hz): The controller enclosure is being located.

•Off: The controller enclosure is not located.

Controller enclosure Alarm 

indicator

•Steady yellow: The system has an alarm whose severity level is 

critical or higher.

•Off: The storage system runs properly.
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Checking Indicators -- Rear Panel of the Controller Enclosure for Dorado 3000 V6

The following figure shows the indicators on the rear panel of a 

controller enclosure. 
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Checking Indicators -- Rear Panel of the Controller Enclosure for Dorado 3000 V6

Module Indicator Status and Description

Controller

BBU Running/Alarm indicator

•Steady green: The BBU is fully charged.

•Blinking green (1 Hz): The BBU is being charged.

•Blinking green (4 Hz): The BBU is being discharged.

•Steady yellow: The BBU is faulty.

•Off: The two planes are shut down or powered off successfully.

Power indicator of the controller

•Steady green: The controller is powered on.

•Blinking green (0.5 Hz): The controller is powered on and in the BIOS boot process.

•Blinking green (2 Hz): The controller is in the operating system boot process, or is being powered off.

•Off: The controller is absent or powered off.

Controller Alarm indicator
•Steady yellow: An alarm is generated on the controller.

•Off: The controller is working correctly.

Built-in FRU Alarm indicator
•Steady yellow: A built-in FRU (fan module) of the controller is faulty.

•Off: The built-in FRUs of the controller are normal.

Mini SAS HD expansion port indicator

•Steady blue: Data is transmitted upward to the disk enclosure at the rate of 4 x 12 Gbit/s.

•Steady green: Data is transmitted downward to the disk enclosure at the rate of 4 x 6 Gbit/s.

•Steady yellow: The port is faulty.

•Off: The link to the port is down.

10GE/25GE port indicator •Steady blue: The speed is the highest.

•Blinking blue (2 Hz): The port is transmitting data at the highest speed.

•Steady green: The speed is not the highest.

•Blinking green (2 Hz): The port is transmitting data, but not at the highest speed.

•Steady yellow: The optical module or cable is faulty or not supported by the port.

•Blinking yellow (2 Hz): The problem is being located.

•Off: The link to the port is down.

Speed indicator of a 10GE electrical port
•Steady yellow: Data is transmitted between the storage system and the application server at a rate of 1 Gbit/s.

•Off: Data is transmitted between the storage system and the application server at a rate lower than 1 Gbit/s.

Link/Active indicator of a GE electrical port

•Steady green: The link to the application server is normal.

•Blinking green (2 Hz): Data is being transmitted.

•Off: The link to the application server is down.

Management network port Speed indicator
•Steady yellow: Data is being transmitted at the highest rate.

•Off: The speed is not the highest.

Management network port Link/Active indicator •Steady green: The port is properly connected.

•Blinking green (2 Hz): Data is being transmitted.

•Off: The port is incorrectly connected.

Interface module
Power indicator on an interface module The controller supports various interface modules. For details about the indicator status of an interface module, see 

Indicator Description of an Interface Module.Port indicator

Power module Running/Alarm indicator of a power module

•Steady green: The power supply is working properly.

•Blinking green (1 Hz): The power input is normal but the device is powered off.

•Blinking green (4 Hz): The power module is being upgraded online.

•Steady yellow: The power module is faulty.

•Off: No external power is input.
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Checking Performance

On DeviceManager, you can view various performance monitoring data.
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Quiz

• ABCD

1. What are the alarm severities of Dorado V6?

A. Critical                       B.Major

C.  Warning                     D. Info

Question

Answer
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Content

1. Centralized Storage Maintenance Introduction

2. Log Collection

3. Troubleshooting for common issue
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Log Collection

◼ Smartkit(Recommanded)

◼ DeviceManager-> When can not use Smartkit

◼ OtherTools(eg: WinSCP)->When can’t access DeviceManager (eg: system didn’t power on normally)
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Log Collection-Smartkit(Recommanded)-Installation Tool(1)

Download the Smartkit software and install it

https://support.huawei.com/enterprise/en/distributed-storage/smartkit-pid-

8576706/software/260338071?idAbsPath=fixnode01%7C7919749%7C251366268%7C250389224%7C

251366263%7C8576706
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Log Collection-Smartkit(Recommanded)-Installation Tool(2)

Download and automatically install the related tools on the 

SmartKit page.

1

2

1. Go to the Home page.

2. Click tool icon to download and install the related tools by one click.

In a scenario where Internet is unavailable, obtain the tool package and 

then import it on the GUI.

1

2

1. Click Import.

2. Select the tool package.
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Log Collection-Smartkit(Recommanded)-Add device

1. Click “Add Device” button

2. Input ManagementIP, username and password to add device to smartkit
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Log Collection-Smartkit(Recommanded)-Collect logs

Click “Storage Information Collection” Button

PS: For some cases, we need to collect Performance log by clicking ”Historical Performance Monitoring” 

Button 
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Log Collection-DeviceManager

Click “Export Data”->”System Log”
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Log Collection-Other Tool(eg:WinSCP)

1.Using Tool connect storage Management IP 

2.Copy OSM/coffer_log folder to local folder (OSM/coffer_data/omm/perf for performance log)
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Quiz

• A,B,C

1. What are the methods to collect storage logs? ( )

A. Using Smartkit Tool

B. DeviceManager

C. WinSCP.

Question

Answer
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Content

1. Centralized Storage Maintenance Introduction

2. Log Collection

3. Troubleshooting for common issue
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Case 1:Hardware fault

[Problem Description]

Hardware fault, device manager reports alarm regarding the fault issue.



表格表头

表格边框

导航灰底

文字底色

文字边框

Page 37 Copyright ©  2022 Huawei Technologies Co., Ltd.

Case 1:Hardware fault

[Problem Analysis And Solution]

Collect logs, and check event log and config.txt, double confirm the issue then find the BOM of fault part. 

Do the replacement for it.

Event.txt path: “DataCollect\Alarm_log \Event\local_alm_file.txt”.

config.txt patch: “\DataCollect\Running_Data\config.txt”
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Case 2:Connection issue

[Problem Description]

Connection issue may caused by Storage, Link and Server. We need to check it one by one to find out the 

root cause. Use “Bit error” issue for example. Customer reported that they found a lot of alarms regarding 

bit error in storage, need Huawei check the reason

[Problem Analysis]

1.Collect logs, check if ports in storages working normally.
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Case 2:Connection issue

[Problem Analysis]

2.Check FC switch logs. If the attached ports in FC switch is working normally.

CTE0.R2.IOM0.P3->port 77 in switch  ; CTE0.L2.IOM0.P3 ->port 78 in switch 
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Case 2:Connection issue

[Problem Analysis]

3.Check the error code, it is BadCrc, this kind of error message usually comes from other devices.

4.Check the error message in switch, port 20 has a lot of error message. Double check the SFP power 

module, the Rx is low 
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Case 2:Connection issue

[Problem Analysis]

5.Check port 20. We can find it is Zoning with storage port CTE0.R2.IOM0.P3 and CTE0.L2.IOM0.P3.

6.In storage configuration, we can know Port 20 is connect to a Server and HBA information can be find in 

storage configuration
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Case 2:Connection issue

[Root Cause]

1. Ports on OceanStor 18000 V5: The CTE0.L2.IOM0.P3 CTE0.R2.IOM0.P3 status are normal, the receive 

and transmit optical power are normal.

2. Ports 77 and 78 connected to the storage on the FC switch are normal, the receive and transmit power 

are normal.

3. The Rx of port 20 in switch is low, Bit errors on the storage device come from the bad CRC of port 20 on 

the FC switch.

[Solution]

1.Suggest to replace the optical module and corresponding optical fibers on Server HBA and port 20 of FC 

switch.

2.If CRC bit errors persist after the optical module and optical fiber are replaced, ask the server vendor to 

check whether the HBA is normal.
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Case 3:Performance issue

[Problem Description]

Customer reports OceanStor 18500 v5 CPU usage high warning occurred recently. .

[Problem Analysis]

1.Analyzed storage logs. It was found that four alarms indicating that the CPU usage was higher than 90% 

were generated in August, and the alarm time was about 12AM. 
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Case 3:Performance issue

[Problem Analysis]

2.Analyzed the performance data. It was found that the read and write IOPS significantly increased at the time when the CPU usage was 

high. The service volume delivered to the storage device increases.
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Case 3:Performance issue

[Problem Analysis]

3. Analyzed the performance data of LUNs. It was found that the service volume of LUNs with IDs 3313, 4387, 3283, 3605, 3298, 3598, 

4645, 0, 628, 284, 21, 936, 4117, and 579 increased.
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Case 3:Performance issue

[Problem Analysis]

4. The corresponding hosts IO press increased. mapping Host IDs are 80, 9, 3, 7, 78, 8, 77, 56, 40, 55, 75, 52, 79, 19, 6, 10, 76, and 26.
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Case 3:Performance issue

[Root Cause]

At about 12AM, the service volume of some hosts and LUNs increased, causing high CPU usage of the 

controller.

The ID of the LUN whose service volume increases are：3313、4387、3283、3605、3298、3598、4645、
0、628、284、21、936、4117、579

The ID of the host whose service volume increases are：80、9、3、7、78、8、77、56、40、55、75、52、
79、19、6、10、76、26

[Solution]

1.Suggest to investigate the cause of the increase in the service volume of the corresponding host and LUN 

at 12AM at night and check if the task can be balanced in different time.

2.Switch the Working Controller of some LUNs to A/B

3.Enable SmartQos for some LUN
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Case 4:OceanStor 5300 V3 Service down

[Problem Description]

Customer report that the service on OceanStor 5300 V3 is down, a lot of applications were impacted.

[Problem Analysis]

1.Check event log of storage. path “DataCollect\Alarm_log \Event\local_alm_file.txt”

We found a lot of alarms in the system, and there is a critical alarm regarding disk domain(SAS1). 

2.Near the alarm, there is another alarm regarding “disk fault”

Double check with customer, the LUNs on this diskdomain disappeared on the hosts. 
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Case 4:OceanStor 5300 V3 Service down

[Problem Analysis]

3.Check the config.txt path “\DataCollect\Running_Data\config.txt”

We found disk DAE021.12 is the member disk of disk domain(SAS1).  That means, disk DAE021.12 fault caused the disk domain（SAS1） fault.

4.When disk domain fault will cause LUNs on the disk domain fault. Then disappeared on the hosts
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Case 4:OceanStor 5300 V3 Service down

[Problem Analysis]

5.After check event logs, we found other disks also fault and need to be replaced. In the meantime, there are BBU fault in the system. 

6. It caused “System write cache disabled”. System performance decreased to a very low level. So need to replace BBU as well.

In 2022-11-01 BBU Module reported “BBU Module is expiring”

In 2023-02-01 BBU Module reached its expiration date and system switched from write back to write through

In 2023-02-02 Lots of disks were fault, cause disk domain fault and service down.



表格表头

表格边框

导航灰底

文字底色

文字边框

Page 51 Copyright ©  2022 Huawei Technologies Co., Ltd.

Case 4:OceanStor 5300 V3 Service down

[Problem Analysis]

Write Back VS Write Through

Disk

Cache

① ②

Host

③

Disk

Cache

① ④

Host

② ③

Write 

Back

Write 

Through
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Case 4:OceanStor 5300 V3 Service down

[Problem Analysis]

Find the BOM code of disks and BBU. Check the config.txt path “\DataCollect\Running_Data\config.txt”
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Case 4:OceanStor 5300 V3 Service down

[Root Cause]

BBU expired -> Write Through -> Disk Fault -> Disk Domain Fault -> LUN Fault -> Service Down
[Solution]

Revive the disk in reverse order of fault, then replace Fault Disks and BBU
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Case 4:OceanStor 5300 V3 Service down

Scenarios Where the LUN Write Mode Becomes Write Through
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Training Summary
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Training Summary

1. Centralized Storage Maintenance Introduction

--Routine Maintenance, Device Manager, Alarm, Indicator, Performance 

check

2. Log Collection

--Log Collection Method.

3. Troubleshooting for common issue

--Centralized Storage Common Fault Case
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Demo Playback
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Demo Playback

Simulate a FC port link issue in the lab and diagnose the issue.
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Thank You.


