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Huawei Storage Troubleshooting Skills



Foreword

• To understand basic troubleshooting skills is very important activity in routine 

maintenance. 

• This course introduces how to troubleshooting storage common issues.
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Troubleshooting Fundamental Rules

 Analyze from “Top” to “Bottom”

 Completely collect all the issue symptoms. Which of the hosts? When? How? What change 

did before? 

 Check storage alarm and indicator

 For emergency issue, involve Huawei support or local office right after

 Analyze High Severity Alarm First

 Analyze the Critical alarm first, then Major and Minor alarm.

 Analyze Common and Latest Alarm First

 Analyze the latest alarm with higher priority. If there’re multiple alarms, check the scope of 

the issue, for example, all the alarms related to HyperMetro feature.



Analyze Alarm

Refer to product documentation to check the alarm and error code.

For example:
12344630    2019-07-22 17:34:19 DST    0xF00CF005F Fault    Major    Unrecovered    None    

Controller (Controller Enclosure CTE0, controller A, item 03057201, SN 210305720110XXXXXXXX) 

is faulty. Error code: 0x4000cf4d.Collect all related information and contact technical support 

engineers to replace the controller.

https://support.huawei.com/enterprise/en/doc/EDOC1000138404?idPath=7919749%7C251366268

%7C250389224%7C251366266%7C21538251

https://support.huawei.com/enterprise/en/doc/EDOC1000138404?idPath=7919749|251366268|250389224|251366266|21538251


Component Replacement Method

 Tool-Based CRU and FRU Replacement

 Follow the wizard to check system status before replacement, and inspect after 
replacement. Especially, risky disk, controller, enclosure replacement
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Collect Log by Device Manager

 Collect “System Log” -> “All logs” for most of the failure diagnose

 Running Data: Device alarm and history event

 System Log(Recent logs): Recent storage log without diagnose information.

 System Log(All logs): Complete storage log with diagnose information, including 

Running Data, Disk Log, etc.

 Disk Log: Disk health assessment information and faulty disk SMART

 Storage Resource: Storage pool, LUN, file system, Quota tree, and quota information sort to 

excel

 Diagnostic File: Internal module diagnose information, including hardware and software



Collect Log by Device Manager(Continue)

 Collect “Storage Resource” to get NAS related configuration



Collect Log by SmartKit

 For deep diagnose for issues like high disk failure rate, need to collect Running disk 

log and all disk SMART by SmartKit.



Storage Log Structure

 Config -> config.txt: collect on master 

controller, including all hardware and 

software configuration(status)

 Event -> Event.txt: collect on master 

controller, including current alarm and 

history events

 Messages -> sys_logs_indisk: history 

OS log, like Linux /var/log/messages, 

including NVRAM dump log for 

controller abnormal reset



Basic Log Analysis

Check hardware status and software configuration by config.txt 



Basic Log Analysis(Continue)

Check abnormal reset
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Query and Set Network Configuration

 Query network configuration by “show port XXX …”, associate by TAB

 Change management and maintenance port configuration by “change system 

maXXX …”

 Check port type(bond, logic), MTU, etc.



Network Diagnose Command

“ip a” and “ifconfig”: check network configuration

“ip rule” and “route”: check route configuration

telnet: test specific port service status

ping: test network connectivity

“sshtoremoteExt X” or “sshtoremote: login other controller by heartbeat port
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Network Capture

 tcpdump.sh

 Only capture packet header, no content

 Limited packet number to write file(avoid out of memory)

 Print out the network capture for long term capture

17



New Command for Dorado V6

In Dorado V6, all the network diagnose command encapsulated by “net.sh”
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Sources of Bit Error

 Fibre cable quality

 SFP quality

 HBA/Connect board quality

 Compatility: for example, unsupported SFP, switch, etc.



FC Bit Error Diagnose

 Bit Error alarm trigger condition: bit error count increase in 3 continuous 

check cycles

 Basic diagnose process:

 Check SFP TX and RX power, whether under 50% of normal SFP

1. If TX power low, replace local SFP

2. If RX power low, check remote SFP and fiber cable

 Check the regularity of bit error

 One port or multiple ports have bit error, maybe switch pass through 

issue frame without verification

 Whether report alarm at specific period, maybe related to workload

 Deep analyze storage log and SAN switch log
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Common Startup Failures

 Enter Rescue Mode

 3 abnormal reset in 30 minutes, like OOM reset, MCE reset, Oops reset, Watchdog reset, 

Panic reset, etc.

 Self-Check Failed

 Hardware failure, like PSU, BBU, coffer disk failure, etc.

 Incorrect SAS cabling

 Plug out controllers at the same time, cause “dirty” cache loss

 Inconsistent cluster configuration, for example, scale-out cluster only power on one 

controller enclosure



Common Diagnose Process

 Check boot mode: showbootmode

 resumebootmode

 Collect log for root cause analysis

 Check fail reason of self-check

 showsystrace/sys.sh showtrace

 showsystrace X/sys.sh showtrace X

 sys.sh showflowtrace



Common Diagnose Process(Continue)
Storage: minisystem> sys.sh showtrace

admin:/diagnose>sys showtrace

Date Time        FlowId Setup                RunCnt FailCnt Status 

------------------- ------ ------------------------------ ------ ------- ------

2020-09-01 16:42:26   2        CLS_POWER_ON                     1        1         Failure 

2020-09-01 16:42:34   5        CLS_LINK_CHECK                   3        0         Success 

2020-09-01 16:41:03   8        NODE_POWER_ON                    1        0         Success 

Storage: minisystem> sys.sh showtrace 2

admin:/diagnose>sys showtrace 2

CLS_POWER_ON : 

TotalRunCnt TotalFailCnt CurStatus

----------- ------------ ---------

1             1              Failure

Description: 

Power on node bitmap(3).

id         date time             second            current trace              

---- ------------------- ------------- ----------------------------------------

0000   2020-09-01 16:42:26   206.601879    PowerOn: node clear failed info       

---> FAIL ACTION: RecoveryProfile: NtfClsUtil(CCDB DLM C-CLS) 

Node: (1); Result: (4).

---> NODE POWER ON FAILED ERROR CODE INFO: 

Node: (0); Controller Enslocure CTE0, Controller A; ErrCode: (0x4000C938).

Node: (1); Controller Enslocure CTE0, Controller B; ErrCode: (0x4000C938).
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Understand HyperMetro Solution

 Isolated quorum network and 

replication network

 Without quorum server or shared 
quorum/replication network will 
reduce service reliability

 Dual quorum servers are working in 
active-standby mode, still need the 
standard networking

 HyperMetro load balance and local 

preferred mode

 Decided by switchover mode on 
storage initiators for third-party 
multipathing

 Decided by multipathing 
configuration for Huawei Ultrapath



HyperMetro Pair Interruption

 Possible Reason

 Replication network interruption

 HyperMetro mirror write failed/timeout. For example, performance bottleneck, capacity used 

out.

 Collect log for HyperMetro pair interruption

 All log for both of the storages to check the direct reason of interruption

 Performance log for both of storages to check the performance statistics, possible 

bottleneck

 Sometimes, also need host log, like VMware(vmsupport), Linux (/var/log/messages) to 

check error at host side



HyperMetro Brain-Split

 Brain-split: the HyperMetro “cluster” can’t decide which node should continue 

service

 Preferred site down in Static Priority Mode

 Replication links and quorum links disconnected within 60 seconds in Quorum Mode. For 

example, after replication link, preferred site request arbitration immediately, non-preferred 

site request arbitration delayed. If the quorum links down, before arbitration result answered, 

both sites stop service because of brain-split.

 Data still consistency in brain-split status

 Force synchronize the HyperMetro pair after confirm brain-split

 Both sites are preferred site or non-preferred site is not brain-split

 Need to confirm with Huawei support before restore the pair
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