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What Is NAS?

NAS, or network attached storage, is a framework that shares storage resources over a
network and acts as a file server for file access.

|
G — Features:
- | - [Easy to use, no need for
dedicated IT experts
— —l IP - Cost-effective, using IP
network

switches

P— : « Secure and reliable

I I I I NAS storage

- FEasy data backup and

recovery
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History of NAS

The development of the Internet has created a need for unstructured data sharing, giving rise to
the popularity of NAS storage.

1946 - World's first 1974 - Invention of TCP/IP. 1984 - Sharing of network 1990 - The Internet
computer, but no 1979 - Duke University first servers achieved by IBM, connected commercial
network. implemented file sharing without Novell, Microsoft, and and enterprise networks.

media.
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Media sharing
FD, CD, HDD, USB
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NAS Evolution

Sun N Huawei :
Microsystem NetApp Distributed NAS Second-generation distributed Huawel
Filer (first Startups OceanStor V5
3 NAS product) Isilon/GlusterFS NAS: WushanFs (renamed NAS
NFS OceanStor 9000 in 2013)

. .

1984 1988 1990 1993 2000 2006 2010 2011 2014 2018 2021

/ /m /

. Huawei OceanStor
IBM NetApp Apache Huawei Pacific next-gen scale-out
SMB (1996: NAS oroduct: Software Dell EMC OceanStor V3 ||storage (NAS and lossless
: ; p ' Foundation || Acquired Isilon centralized interoperability with S3
Microsoft CIES) FAS Server 400 HDFS NAS and HDFS).
Huawei OceanStor V6
NAS
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Differences Between DAS, SAN, and NAS

B BE EEDES  tem | DAS | SAN | NAs
Direct Dedicated
Reliability Network connection SAN LAN
AT C formancey .
i Scalability i Data Prot 1 SAS, ATA, FC, iSCSI, NFS CIFS
Server Server SIS rotoco SCSI SCSI ’
offload File System Data package Block Block File
FC Protoco 7 File CIFSINFS Protocol HBA SAS HBA FC HBA .and GE. 10GE
SCSIFC cable system iSCSI client ’
FC switch Ty offload P switch
Data sharing Low High Highest

i L
File System | File System
RAID

RAID

RAID

JBOL
C
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Scenario

Small-scale

Database and

File sharing,
archiving, and

servers VMware backup
DR solution High, .
(complexity) Low dedicated High
Capacity Low High High
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NAS Components

- NAS storage Clien

« External server

a. DNS server
b. AD/LDAP server

. IP switch Switch

« NAS client

a. Server/Mainfra

me
b. Computer
_ NAS
c. Printer storage
d. Scanner
External
server

6 Huawei W2 HUAWEI

Confidential



NAS Storage Software

« OS kernel Web

a. Windows NAS share (CIFS and —-——

. NES) management
b. Linux : :
« Configuration
- Storage management ,
File _ __ |+ View

a. RAIDO, 1,10, 5,6, 50 cvatom -

b. EC (N+M) Systel « Monitoring

c. Multi-copy « Statistics
. . Storage managementl_ _ _ | . Troubleshootin

File system RAID/Pool

a. OceanStor FS g

b. Quota and WORM
« NAS share OS kernel (Windows and Linux)

a. CIFS, NFS, FTP, and HTTP
-  Web management

NAS hardware (CPU, cache, disk, and GE

TTTTT
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File System

File system: defines the data structure and
management for files stored on disks.

To enable data access on disks, a logical data
storage structure, such as a file system, must
be established between associated sectors.
The process of creating a file system on disks
is called formatting.

8 Huawei
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Host file system

Latest 1234, doe!
users xs

......................

File partition table

Data zone
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Network File System

A——— A—————
Application Application Application Application

system system system system
File system client I File system client l File system client l File system client l
4 \\\ . // ) | 4

i

Network protocol

N\

File system

Server NFS and CIFS are
common network file
Storag systems for file sharing
e across heterogeneous
platforms.
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Three Types of NAS Devices
Distributed NAS

Centralized NAS

\\\\\\//////

{=="T"\ 1P switch

NAS storage

Gateway NAS

N/

[ —

| IP switch

SAN storage

Storage
switch
NAS Type Device Model Scale-out RAID/EC Scenario Main Product Huawei
o Integrated compute and
Distribute |storage device (x86 Up to 4000 EC (N4 M)/Multi- Cloud and big data Dell EMC PowerScale OceanStor Pacific
d server), no independent copy Ceph
controller or gateway
. . : . . OceanStor
Contralize Conteoller 14K 24 onararrap Pl sharing.archtong Notsop EASUAEE. 050G o
pacity exp P y hybrid flash storage
NAS gateway + SAN i File sharing, archiving,HDS HNAS OceanStor Dorado V3
Gateway storage <4 SAN-based RAID and backup IBM (EOM)
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Key Technologies
NFS I oo

HDFS

Network File System (NFS) is a distributed file system protocol developed by Sun
Microsystems (Sun) in 1984. It is an open standard defined in a Request for Comments
(RFC), which means anyone can implement the protocol.

In 2003, Sun Microsystems transferred NFS protocol development to the Internet
Engineering Task Force (IETF).

NFS NFSv4.
Vv
NFSv 4 ‘5%6
NFSv 3 3010 + 1
NFSv 3o BT 3530
1 3
Version/RFC "f:ll
#
198 199 200 201
0 0 0 0
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NFES Evolution

NFSv2 (RFC
1094)

1.UDP only
2.Stateless

3.2 GB file read
and write

4 NLM-dependent
lock@nechanism

NFSv3 (RFC 1813)

1.UDP and TCP

2.64-bit files

3.Asynchronous write
(commit)

4 READDIRPLUS

5.More info in file
properties to prevent
repetitive interaction

6.Client authentication

NFSv4.1 (RFC 5661)

1.Enhanced agents
a.Directory lease

b.Optimized reapplication and denial
agent operations

c.File/directory notification mechanism
d.Clients' agent selection

NFSv4 (RFC 3530)

1.TCP only
2.State mechanism
3.Client cache

4 .NFS server namespace
(virtual root directory)

5.Kerberos 2.Session and multichannel mechanism
authentication 3.ACL enhancement
6.NFS ACL 4 Data retention

7.File locking and share 5 Notification of availability of byte-range

WS R ¥ (o reldod] Key Technologies

SMB

HDFS

NFSv4.2

1.Application I/O hints

2.VAAI and ODX
applications: server
offload read and write

3.MAC: labeled NFS
4 .Space reservation
5.Sparse files

reservations locks 6.Appligption Data Block
8. Rephcatlo‘and 6.Multi-server nam&space (location, (ADB);
referral) L

Operating System |Release Date/Period NFSv3 NFSv4 NFSv4.1
VMware ESXi 6.0-7.0 2015-09-10 Y N Y
Red Hat 4.0-6.3 2005-2012 Y Y N
Red Hat 6.4-8.3 2013-2020 Y Y Y
SUSE 9-11 SP2 2004-2012 Y Y N
SUSE 11 SP3-15 SP2 2013-2020 Y Y Y
CentOS 4-6.3 2005-2012 Y Y N
CentOS 6.4-8.3 2013-2020 Y Y Y

13 Huawei
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Key Technologies
NFS Working Principles SMB

HDFS

NFS implements remote communication based on the Remote Procedure Call (RPC) protocol.
RPC uses the client-server model.

[ e}]{)i)eif(faiinoi ] 1. The RPC client sends a call
- request with parameters to the
File operation RPC server and waits for a
equest and reply NFS response.
{ NFS client ]r SeRvCh 2. Upon receipt of the call request,
I the RPC server obtains the
NFS request and process parameters, outputs the
reply calculation results, and sends the
[ RPC client } { RPC server ] reply to the client.
RPC request _ _
and reply 3. The RPC client receives the reply

and obtains the call results.
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NFS Version Differences
NFSv3

v \ 4

NFSv3 client

OOEE OOEE DEEE

Sessionless

NFSv4

NFSv4 client

00N

Session-secure serial

concurrent short
connections

- O

Security difference

persistent

connections

O

Item NFSv3 NFSv4 NFSv4.1
User {_I ost-based Kerberos Kerberos NFSv
N ocal S S
authentication N authentication |authentication 3
authentication NFSv
. IP address, IP address segment, host name, or 4
Client control
network group name NFSv4.
File UGO 1
permission . ACL permission |ACL permission
permission
control

Confidential

WS R ¥ (o reldod] Key Technologies

SMB

HDFS

NFSv4.1

NFSv4 client

Od
Od
OH

l

Session-secure
parallel persistent

| -
|

connections

G

Performance

Sm
files

difference
all

Large

NFSv files

3
NFSv

4
NFSv4.

1



WS R ¥ (o reldod] Key Technologies

SMB Evolution e

- Server Message Block (SMB) is a protocol for network file sharing. One of the most popular versions is
Microsoft SMB.

« The Common Internet File System (CIFS) Protocol is a dialect of SMB. Both SMB and CIFS are also
available on ESXi, Unix, Linux and Mac.

MS WIN WIN
DOS XP VISTA WIN7 WIN

—I— I _I_

11988 1992 1996 2000 2001 2003 2007 2008 2009 2012 2013 2016 -
WIN WIN WIN WIN
Server Server Server Srerver
2000 2003 2008 2016
Operating System Release Period SMB1.X SMB2.X SMB3.X
Windows XP, Windows 2000, Windows Server 2003 2000-2003 Y N N
Windows Vista, Windows Server 2008, Windows 7 2007-2009 Y Y N
Windows Server 2012, Windows 8.1, Windows 10,
Windows Server 2016 2012-2016 Y Y Y

2 HUAWEI
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WS R ¥ (o reldod] Key Technologies

NFS vs. CIFS/SMB
Item NFS CIFS/SMB
Accessing Operating Linux, Unix Windows
System
Development Group IETF Microsoft
Security Authentication Client IP, domain user Local user, domain user

Supported Domain System NIS, LDAP AD

Session State Stateless Stateful
Transport Protocol TCP, UDP TCP

17 Huawei V2 HUAWEI
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Key Technologies
HDFS NFS | SMB

HDFS (Hadoop Distributed File System) was designed and developed based on a Google File
System (GFS) paper. In addition to the features of other distributed file systems, HDFS provides:

- High error tolerance: Hardware is considered always unreliable.

- High throughput: High throughput support is provided for applications that have massive
amounts of data access.

- Large file storage: Data storage at the TB or PB level is supported.

HDFS is suitable for: HDFS is not suitable for:

Random writing of a large number of
small files and low-latency read

O

00 N
YAHOO! amazoncon  Bai SIS = smpaae  DER) .

Whois using HDES

18 Huawei V2 HUAWEI
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WS R ¥ (o reldod] Key Technologies

Hadoop HDFS Architecture SMB

Hadoop HDFS component

HDFS mainly works in active/standby mode, with its architecture
consisting of three components: name node, data node, and client.

® Name node
» Stores and generates metadata for a file system
» Runs one instance

® Data node

= Stores the actual data and reports blocks it manages to the name
- e node
el e el e . Runs multiple instances
= ® Client
» Supports service access to HDFS and obtains data from the name
and data nodes and sends it to services

—=Runsmultiple-instancestogetherwith services——

Hadoop file management

® A file is split 11ww viIVCKs (weLault size: va MB), and each
block has multiple copies stored on different machines. The
number of copies can be specified (default: 3) when the file
is being generated. This ensures data reliability.

® A file cannot be modified after being created, written, or
closed.

19 Huawei V2 HUAWEI
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Quotas

Problem: With rapid growth in
information assets and file sharing,
storage space management is
becoming more and more complex.

When multiple users access a shared
directory, some users will overuse the
space and others will not even be able
to use it. In the worst cases, the entire
system will run abnormally.

Solution: Quota mechanism

By limiting the file capacity or number
of users, users can be prevented from
occupying excessive storage resources,
thereby improving system reliability.

20 Huawei
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NA
S

Share: 5
TB

NAS Protocol GYATH bl oo 1]

-

@ Others

NFS SMB
HDFS
Quota1l:1TB
I ? — “ Manager
Quota 2: 1 TB
— x
- Ii' Dev team
Quota 3: 1 TB
- |i| Test team
Quota4:1TB

W4
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NAS Protocol GYATH bl oo 1]

NFS SMB
QU.Ota Levels HDFS
Three Quota
Levels
Level  Threshold 1/O Restriction I NAS R
| Advisory | [“Soft Soft
: Denying I/O operations and _
Hard Quota | High reporting alarms ) Directory 1
‘ 90% Soft [700 850 T
— : ‘GB GB
Reporting alarms and allowing
Soft Quota | Middle dat?‘ writes dur.mg a grace Directory
period, restricting data writes o _ _
immediately after the expiration 90% Soft | 0005
Advisory Only reporting alarms and not _ Directory N
Low s ; .
Quota restricting writes _E 90% soft [ iTE T 218 |

/

21 Huawei V2 HUAWEI
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NAS Protocol GYATH bl oo 1]

Quota Working Principles fors

Quota Support Matrix

Dimensions
) Cgpamty , Resource Level Directory User C? ser
 File quantity roup
Advisory quota Y Y Y
Objects Capacity | Soft quota Y Y Y
 Directory Hard quota Y Y Y
- User _
. User group | Advisory quota Y Y Y
Fﬂe. Soft quota Y Y Y
quantity
Hard quota Y Y Y
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NAS Protocol GYATH bl oo 1]

NFS SMB
WORM HDFS
Write Once Read Many (WORM) is a data Differences between WORM files
protection mode. After data is written, the and common files
file enters the protection mode through ‘ ‘ Common
manual setting or after a certain period of REREL WORI\{____Fﬂe Filg__
time. Read v v

Og o voary | X
What applications support WORM? x
Delete
CD/DVD-ROM, electronic exam, electronic x
contract, and archive Rename
Others?

23 Huawei V2 HUAWEI
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WORM Modes

Enterprise WORM: Allows
administrators to flexibly manage files.
This mode is mainly used for internal
enterprise control.

Compliance WORM: Enables enterprises
to protect data in compliance with laws
and regulations, so to prevent legal risks

when archiving confidential documents.

24 Huawei
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NFS SMB
HDFS

Mode Differences

. Enterprise Compliance
OpEeTon WORM WORM
Privileged 4

deletion v x
SEC 17a-4 Vg
compliance x v
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Global Namespace

Solution: Global
Namespace (GNS)

U Users and
sers and lication
application app

L ﬂ»’-

NAS Nightmare

File
systems

File
systems

25 Huawei
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NAS Protocol GYATH bl oo 1]

NFS SMB
HDFS

File virtualization: Aggregates
file systems and provides unified

namespace.

GNS allows clients to access
files even if they do not know
the location of discrete files,
similar to accessing a website

without knowing its IP address.
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NAS Protocol GYATH bl oo 1]

NFS SMB
DNS HDFS
« DNS
The domain name system (DNS) is a network Domain name resolver

service that translates domain names into IP

addresses. DNS

. DNS Server Functions [ﬂ m rﬂ

v Domain name resolver /

« Benefits ibm.com | apple.com

v Access to the Internet without having to 129.41.38.1jsma’ 17.72.22.4

remember each IP address

v' Load balancing

v More balanced access, no single-point
bottleneck

26 Huawei V2 HUAWEI
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NAS Protocol GYATH bl oo 1]

DNS-based Load Balancing -
, Client BNS . Principles
: : 1. A user uses a domain name to access NAS
services.

2. The DNS client sends a DNS request to the
DNS server to obtain an IP address based on
the domain name.

3. The DNS server selects an IP address and
NAS returns it to the client.

storage

- Load balancing policies
1. Round-robin

~

. CPU usage of each node
. Number of connections of each node
. Port bandwidth usage of each node

A

O = W N

. Comprehensive load of each node _,
27 Huawei V2 HUAWEI
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NAS Protocol
Embedded and External DNS Servers N

HDFS

Embedded DNS

« External DNS server options

include Windows DNS server and
Open BIND.

Advantages: unified management of

multiple NAS systems

NAS/DNS
server

- Embedded DNS server

Advantages: high reliability, low cost,

and simple networking

2 e

\___Node 1 Node?2 Node3 Node4 __-

28 Huawei
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NAS Protocol
: NFS SMB
NAS Audit Logs HDFS

NAS audit logs are used in security audit scenarios to trace each file operation. When a file
is accessed, the system records the operation in NAS audit logs.

- File operations:
User A User B e a. Create, delete, and rename
ser ser ]
% %? T b. Open and close
' “'ﬂ |"£' T c. Read and write
Overat d. Get attributes (Get_attr) and set
peration
gme . Syslog attributes (Set_attr)
perator '
?Peration Transmiss: N e. Get security attributes (Get_security)
Audit e :
logs ’ and set security attributes (Set_security)
= | :
- Supports integration with third-party
Storage
system log servers.

29 Huawei V2 HUAWEI
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Multi-Tenancy

Pain points

NAS Protocol GYATH bl oo 1]

NFS SMB
HDFS

« Security issues arise when enterprises or users use the same physical storage device and access or

interfere with each other's logical resources.
« IT service providers need to pay extra costs to manage users.

@%?;; Eﬁ' “_.-;'?_
& R

3

« ® «

m Tenant B Tenant C
- NFS o |
> 101 (- ]

A&

Physical storage
system

30 Huawei
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Each tenant has independent NAS protocol

services, including:
1. Domain service (AD, LDAP, and NIS)
2.
3.

4.

CIFS service
NFS service
NDMP service

Each service can be disabled and enabled

separately.

2 HUAWEI



NAS Protocol GYATH bl oo 1]

NFS SMB

Multi-Protocol Access HDFS

Multi-protocol access enables Windows, Linux, and Unix clients to access the same directory
or file at the same time.

; a % J_‘ Multi-protocol access security

" SMB clent ol o Item Permission User
Security Local user
AD L collaboratio SMB NT ACL AD server
authenticatio SMB 1, 2, n
< '3 NFS UNIX mode Client
‘D g Filelock  |SMB2.3, m NFSv4 ACL NIS/LDAP
SMB-NES LDAP, NIS !
DNS,AD [y multi- | [re— : .
P cooss Consistency of shared access files
Item Reading File | Writing File
DNS query,
AD ;
NIS, Reading Yes No
LDAP file
L tNAS Lo File lock
- Writing file No No

31 Huawei V2 HUAWEI
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NAS Protocol GYATH bl oo 1]

NFS SMB

Multi-Protocol File Sharing HDFS

Application scenario: enterprise office file sharing

rr— % Enterprise office | . ;"W _____ ~,
g i -4 i

-
u '? Management ]

! I : : : : LN
| 5 5 =
, Name server . ! i :

Service Sharing User
"""""""" management management management
32 Huawei V2 HUAWEI
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Centralized NAS: OceanStor Dorado

OceanStor Dorado all-flash unified storage sets a new benchmark with its industry-leading stability, SAN and NAS performance,

Overview intelligence, and efficient management and O&M.
+ OceanStor Dorado 3000 is an entry-level storage 8roduct, boasting high cost-effectiveness to expand its footprint in the market.
. OceIE\LnSt01;i ]%or%dé) 5000 and OceanStor Dorado 6000 are mid-range storage systems that outperform competitors with their high
uality and high density.
Products . OceanStor Dorado 800% is an entry-level high-end storage system. Its stable architecture and competitive mid-range pricing are
key to expanding its market share.
« OceanStor Dorado 18000 is a high-end storage system. Its stable architecture, top-notch performance, and intelligence are key
qualities that allow it to expand its presence in high-end markets and empower benchmark projects for core NAs.

NAS Focusing on high-performance NAS scenarios, such as EDA simulation, carrier CDRs, and financial data exchange platforms

Competitiveness in high-end
markets
Rock-solid architecture + leading
intelligent technologies

Unified SAN and NAS storage
High quality + high-density

models
Mid-range all-flash storage

Recqmmeqded OceanStor Dorado 8000 OceanStor Dorado 18000
configurations

« Tolerating failure of - High-end architecture

3 out of 4 controllers - NVMe/intelligent
OceanStor Dorado OceanStor Dorado 600Q . Full mesh technologies for core
applications
QgggnStor Dorado
34 Huawei V2 HUAWEI
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Scale-Out NAS: OceanStor Pacific Series

High-performance Content resource Log Smart Virtualization/Clou Datab
ApD; . computing Backup &°° Web disk retention city d resource pool BRI
pplicatio archiving # e gg%"&@. — —
n layer E" S3 st b N ———
NFS/SMB S3 HDFS SCSl/i
iSC
/POSIX/MPI-IO /
SI
File storage service  Object storage service HDFS storage service Block storage service
. SmartEqualiz SmartMulti- . Self-encrypting
SmartTier SmartQuota SmartQoS or Tenant SmartThin SmartQoS drive (SED)
SOftware SmartEncrypti | SmartAuditlo || SmartInterworkin Recycle bin || SmartIndexing MultiPool SmartDedup SmartCompressio
on g g e n
layer
. — HyperReplication | | HyperSna | HyperClon || HyperMetr | HyperReplicati
Object Versioning SmartTakeover HyperSnap A) - o o on (S)/(A)
. Fast
EC/Multi-copy . SSD cache DIF
reconstruction
Archivin models _ Performance
OceanSor OceanStor gggi%i%sgggo ST OceanStor OceanStor ggglaﬁncsg):%%o 8;?1%%85820
Products pacific 9340  Pacific 6346 OceanStor Pacific 9540  Pacific 9546 OceanStor
Pacific 9920 i
Pacific 9520 =
e e T T ] =——
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Energy Exploration

Jata e D
preprocessin rOCESSING rehiving
Seismic data Seismic data Seismic data interpretation/reservoir simulation
collection R @cessﬁf " Ppost-stack - N Reservol ir | Backup
| fon - RegPEOCESSI, m‘édlf?c"i‘;iio  Seimic  Welldata Sohon ! and
Semce W Data mlgratlo :'nt data ) 1nterpretat1 & 1mag1ng a ng
process import ~ . s Result | ' : I g
BE== - data 2
L"""""""""""""'"b’fil’h’ﬁgj’éﬁd’i&jg’ﬁﬁg
U.de
Service Data size: 1-20 I/O model: GB-level files, sequential large Image loading: 100,000 IOPS
requirements TB/day I/Os Latency: ms-level response
Large bandwidth: 2-20 GB/s (per PB)
. - Seismic data processing + interpretation/reservoir simulation: OceanStor Pacific
Solutions g
9920/9950 + OceanStor Pacific 9546/9550 + automatic tiering
37 Huawei V2 HUAWEI

Confidential



Gene Sequencing

Service - - Dataie: Fiigh-pert ti HPCATBig
: : L -performance com ng ‘| i - ig | | iving
process - Lt - preprocessing; el FIPC puting i ] C-Al/big | |iData archiving;
Sample fi%lrl.g%i,:lon ' ( ) . Al-/ b.ig-massisted Data archiving
preparation preparation Format quuence Mutation diagnosis and
conversion alignment analysis treatment 5-year
45h Permanent retention| retention
T LT ours 4.5 hours 12-72 hours 2-6 hours
o ¢ - H — » 3 ‘F_____\'_._‘ _.I'i__}_: — ‘ _<)__ ___‘: ‘ =)
&2 SN . = 7
‘ N £ N £ N
. BCL | | FASTQ | | BAM/SAM ! . VCF | XXX |
"~ format ' o file——- ' Tt filte-——" ' - file ‘o file
Service Archived data
Ie . 100 GB/sample AI. training & 10 %Ig?ggéice
1 PB/year/dev1.ce N e Intermediate data Sl (el G . 1nfe1(~ience : > Low cost and <
Compressed genetic data amount GB/s trong demands automatic
transfer 5 PB/year/device for file systems
Library preparation (sample upload to | (Bioinformatic analysis (sequencing analysis + report ost-gene sequencin iy .
sequencers + data download to storage) interpretation) Clinical and scientific anaofs gﬁgf;ilg
A sequencer downloads data to its File format conversion, decompression, gene splicing, research assistance i dgta .
storage, which is configured to 1 PB on | |alignment, sorting, deduplication, mutation detection provided based on Al el st =
average. and combined genotype detection are included. and big data. U e
Solution . Production and archive storage: OceanStor Pacific 9546/9550
S .
38 Huawei V2 HuAWEI
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Autonomous Driving

. Y N [ - > —
Data Data preprocessing Al training X-in-the-loop Backup/archiving

injection, verification/simulatio

Import ||| | Data detection/cleaning, MIL simulation Tlesinel

/into the || ! labeling Model SIL simulation data

| Server | 4 training HIL simulation A

bandwidth: tens of

T /day/vehicll Largé write

) L
Multi-protocol access,
large read bandwidth

)\
High IOPS, ultra-
latency of < 1 ms

low

A ) L
Read bandwidth: tens
to hundreds of GB/s

GB/s
NFS/SMB/S3

NFS/HDFS

v

NFS/S3

v

NFS/S3

v

NFS/S3

e e
Backup/
archiving

- Scenarios involving Al training: OceanStor Pacific 9920/9950 + OceanStor Pacific

9546/9550 + automatic tiering

« Common scenarios: OceanStor Pacific 9546/9550

Service process and
requirements
DT data
4 )
mes Radar
o0 .bin files
ﬁ Weather |[—
Jlog files h 64
Video/imag e
B0 0 O e
Files
GPS
Jlog files
g J
Solutions
39 Huawei
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Non-Linear Media Editing System

Ingesting Editing Production Long-term
system

archiving

system

system

S

>

Data Data Data
migration migration migration

=
S

Functions and requirements for Functions and requirements
production for archiving
_ 1. Stable high bandwidth, large files, large I/O 1. Massive capacity
blocks (> 1 MB) 2. Low TCO
2. SMB 2/SMB 3 in Windows and macOS
clients
SolifiohS eaRHELI P REHO Y2876 55! Solution: OceanStor Pacific

9546/9550

25£@$§§;a migration V2 HUAWEI
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EDA System

08 08 08 -

Pe Fp— NAS applications
: omputin (physica
et g ‘ EDA « EDA development

‘TR software | - Eoa o

= gadence Service features
o NOPSYyS
v y Submission lzl/IenIiOSI]‘ « Mass small files: > 4 billion
Task (IBM LSF)) . File size (95% of files) < 128
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Medical PACS System
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PACS functions and requirements Solutions
« Mass small files (most ranging from 128 KBto1 - Primary storage: OceanStor Dorado/Hybrid flash
MB) storage NAS

- High OPS and low I/O latency - Archive storage: OceanStor Pacific series
- High reliability
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Video Security System

Video security architecture
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Functions and

requirements

« Large files and I/O blocks (> 1
MB)

- High-bandwidth sequential write

- Massive capacity, easy scale-out

« Centralized management

Solutions
« Dump: OceanStor Pacific 93xx
- Direct storage: IVS3800
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Big Data Analysis
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Functions and key

requirements

« On-demand computing and
storage expansion to avoid
resource wastage

« Compatible with big data
clusters on the live network to
protect existing investments

- Stringent requirements for cost
reduction due to mass data sets

Solutions
« OceanStor Pacific 9546/9550
big data storage
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Thank you.
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Bring digital to every person, home, and

organization for a fully connected,
intelligent world.
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