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Abstract 

Software Defined Networking (SDN) can allegedly maintain the quality of service (QoS) standards 

even in the presence of hostile flow, according to recent claims. Queueing theory, and more specifically 

network models, have been used for a very long time to examine the performance and QoS characteristics of 

networks in order to investigate this phenomenon. Because of the dependencies between the layers, planes, and 

components in an SDN architecture, the latter model seems especially well suited to represent the behavior of 

SDN. Numerous papers have described network models to examine the behavior of various network design 

applications. Here, we demonstrate how to employ the Markov-modulated Poisson process (MMPP) model to 

mathematically depict SDN traffic. Many articles had recommended utilizing MMPP to assess and model 

different types of IP network traffic, and it was widely used to simulate the traffic on traditional IP networks. 

We assert that MMPP can represent SDN traffic just as if it would in traditional IP networks. Our tests in this 

study indicate that MMPP is a useful technique for studying SDN data traffic.  Starting with the premise that 

SDN traffic is averaged across multiple experiments and using two different SDN network topologies, we 

proceed. Emulation tests revealed that MMPP is a good model for SDN data traffic. 

Keywords SDN, QoS, Queueing, MMPP, IP traffic model 
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1. Introduction 

The control plane and data plane were both integrated in 

every device in traditional IP networking systems, allowing 

each device to choose its own forwarding. The fundamental 

issue with traditional IP networks is that dispersing the 

control plane could result in a wide range of issues when the 

network configuration is upgraded or changed.  Software 

Defined Networking (SDN), on the other hand, separated 

the control plane from the network into a centralized unit 

called the controller, which is in charge of making choices 

on network forwarding while the other devices function as 

forwarders. In SDN, the controller receives the intelligence 

of the networks, in other words [1]. 

Every network is composed of three basic planes: the data 

plane, the control plane, and the management plane. The 

network administrator for monitoring, setting up, and 

troubleshooting [2] uses the management plane. The 

controller used the control plane to communicate the choice 

regarding the forwarding of data to other network devices. 

The controller makes packet control choices in the control 

plane and sends them to other network nodes. The data 

plane performs the forwarding of the control plane. The 

controller uses Open-Flow, the most significant southbound 

protocol, to interact with forwarders, send data to other 

devices, and make decisions [3,4]. 

Because it is a centralized node that handles Packet-In 

messages from many switches, the controller frequently acts 

as a bottleneck, delaying table-miss packets. It is difficult to 

predict the precise frequency of SDN controller overloads in 

the real world because it depends on traffic volume and the 

number of switches the controller is in charge of managing. 

However, several earlier studies [5–14] have shown that an 

overloaded controller is an issue that has to be solved. 

Reduced controller load has been the focus of three 

categories of prior research, including packet scheduling 

[15,16], multi-controller design [6–10], [17–19], and load 

reduction [13–14,19,20]. By identifying the difference 

between traffic from the controller and traffic from other 

switches, the switches give traffic from the controller 

priority over traffic from other switches. Since the 

forwarding rules may be applied to the flow table quickly, 

the controller receives fewer packets with table-misses. A 

distributed control-plane design with many load-sharing 

controllers is known as a multi-controller architecture. 

Finally, the switch will offer a number of features to reduce 

the number of Packet-In messages transmitted to the 

controller in the load reduction area. 

These studies aimed to lighten the load on controllers, 

however many Packet-In messages are still superfluous. 

This study use the Markov Modulated Poisson Process 

(MMPP) to model SDN in order to address this problem. 

Models of straightforward and precise networking systems 

are scarce. Even though experts concur that network traffic 

is not Poisson at any level of aggregation, they disagree on 

the best methods for describing traffic characteristics. In this 

paper [21], we provide a method for simulating traffic in 

SDN using an MMPP representation. 

Because it qualitatively captures the time-varying arrival 

rate and some of the underlying connections between the 

inter arrival periods while staying analytically tractable, 

MMPP has been used extensively to describe networking 

systems. Naor and Yechiali were the first to employ the 

MMPP in queueing theory, followed by Neuts. Since then, 

numerous top-notch studies and publications have addressed 

the problem. [22] contains a few general references. 

2. Related Work 

Jarschel et al. [23] provide the first reported analytical 

modelling of SDN using a queueing network model. 

Without taking into account any particular SDN application, 

the study focuses on describing the relationship between the 

SDN switch and the controller. Similar to this, researchers in 

[24]–[27] use queueing network models to look into various 

SDN-related topics. [24] uses queueing network models to 

examine the trade-offs between different buffer sharing 

strategies. The authors of [25] propose a queueing network 

model to measure the performance of hardware and software 

switches in SDN. Using a queueing network model, [26] 

offers a performance analysis of SDN switches. The authors 

of [27] also use a queueing network model to examine the 

effectiveness of SDN with network virtualization functions 

included into or separate from the controller. 

In their paper [28], Yen and Su investigate SDN-based 

cloud computing architecture using a queueing network 

model. They demonstrate that the M/M/1 (Kendall's 

notation) queue-based queueing network model is suitable 

for simulating the operation of an SDN-based cloud 

computing architecture. They also show how the proposed 

SDN-based cloud computing architecture can guarantee the 

QoS of cloud services. In [29] 4, Chowdhary and Huang use 

a queueing network model to examine SDN-based network 

function parallelism in the cloud. Using an M/M/c queue to 

optimise service function allocation for each service 

function chain, they demonstrate how service functions with 

independent action sets can be parallelized to decrease 

performance overhead. 

Ansell et al. [30] provide a solution for forecasting 

network performance that is based on queueing analytical 

models and integrated with real-time monitoring. It gives 

you the ability to examine the effects of changes in traffic 

load and connection utilization on performance. Muhizi et 

al. [31] assess the efficacy of SDN using queuing network 

models to monitor changes in packet processing latency 

under various parameter settings. Shang et al. [32] model the 

packet processing delay of SDN switches and controllers. 

They mainly focus on the impact of message packets on 

performance. Wang et al. [33] to assess the throughput and 

delay of the control plane use queuing theory. On 

throughput and delay, the effect of the number of switches 

and threads is looked at. Mahmood et al. [34] represent the 

controller as an M/M/1 queue with either an infinite or a 

finite buffer. Jackson networks are utilized to define the data 
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plane the queueing estimate model of Haiyan et al. [35] uses 

queueing theory to represent SDN switches from two 

perspectives for end-to-end delay analysis. It includes a 

shared buffer for control plane and data plane traffic and a 

buffer with two priority queues separating the two. Fahmin 

et al. [37] to address performance concerns combine SDN 

and Network Functional Virtualization (NFV). They want to 

use NFV to mimic SDN with or without the need of a 

controller. The performance evaluation tool of choice is the 

M/M/1 queuing model. 

Our study is comparable to the performance modelling 

and analysis of SDN under bursty multimedia traffic [38]. 

The Markov modulated Poisson process (MMPP) is used by 

the authors to examine the performance of SDN in the 

presence of bursty and correlated arrivals. They assume that 

the packet departure process from the MMPP queue is 

MMPP in order to provide a tractable analytical model. In 

contrast to them, software-defined industrial control 

networks take into consideration network traffic. The results 

of [39] are utilized to enhance the control plane's packet 

arrival process model. We also examine the impact of 

hostile flow on network traffic in software-defined industrial 

control networks. 

We analyses the behavior of network traffic in software-

defined industrial control networks using a queueing 

network model, in contrast to all of the prior research. In 

industrial control networks with strong periodic patterns of 

network traffic, we employ MMPP to approximate the 

arrival process. We also use the findings from [39] to create 

a plausible description of the link between the data plane 

and the control plane. The influence of adversarial flow in 

software defined industrial control networks is then 

examined using the analytical model. 

Any network's design, analysis, and resource planning all 

depend heavily on traffic modelling and characterization [3]. 

The following provides a brief survey of the literature on 

network traffic modelling. The Batch Markovian arrival 

process is used in Klemm et al.'s new analytical traffic 

model for the Universal Mobile Telecommunication System 

(UMTS) [4]. Bozidar Vujicic et al. described the traffic in 

wireless networks used for public safety. Because of their 

long-range dependence, they used Weibull and Gamma 

distributions to represent the statistical distribution for call 

inter arrival times. Additionally, call holding durations have 

been modelled using networks with lognormal distribution 

[5]. Using their statistical features, Will E. Leland et al. 

showed that Ethernet traffic is self-similar [6]. Shifted 

gamma distribution is thought to be the best model for 

describing internet traffic, according to S. Kim et al. [7]. 

Generalized Extreme Value (GEV) distribution was used by 

S Bothe et al. to statistically characterize the cellular 

network traffic and apply it for effective resource planning 

and optimization [8]. Xin Chen et al. utilizing SDN 

architecture [9] have examined the Narrow Band Internet of 

Things (NB-IoT) performance. In their research, the input 

models for synchronized access and non-synchronized 

access scenarios, respectively, were Beta and Uniform 

distributions. The majority of SDN analytical modelling has 

taken into account the traffic's Poisson structure, allowing 

them to use classical queueing theory [10], [11],  [12]. 

However, it remains to be verified whether the Poisson  
approximation is valid in SDN. Therefore, a thorough study  
and the characterization of traffic in SDN environment is 

still  an open problem. The aim of the paper is to model and  
characterize the traffic in SDN environment. The 

contributions of the paper is as follows. 

1) We have simulated SDN environment for different 

topologies and collected data traffic traces for each of them. 

2) The best-fit parameter values for different distributions 

that closely match the inter arrival time distribution of the 

SDN data traffic is found. 

3. Fitting Algorithms for SDN Traffic 
Models 

We suggest and investigate a fitting technique for SDN 

traffic models in this work. Markov Modulated Poisson 

Processes (MMPP) are the foundation of the suggested 

technique for the traffic-fitting model. The suggested 

algorithm takes into account the measured packet arrival 

rates over long enough time intervals to model the SDN 

traffic using three different network topologies. 

3.1 Fitting based on cumulative distribution function 

The proposed fitting algorithm for SDN traffic model is 

based on the cumulative distribution of the arrival rate.  

The MMPP (2) model is considered as a reference model 

for the proposed SDN traffic model algorithm  

Moreover we studied and evaluated traffic models for 

MMPP (2), MMPP (3), MMPP (5).  

The proposed algorithm for SDN traffic can be used in the 

characterization of traffic streams and in more generalized 

applications like interference modeling in wireless 

communication environment 

. 

The defining parameters of the MMPP(2) model are 
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where Q represents the infinitesimal generator, Λ is the 
matrix of the Poisson arrival rates and p is the initial 

probability vector of the underlying Markov process. 
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In this part we assumed a MMPP(2) processes. Let Xi 

represents the interarrival time between the i th and (i+1)th 

packets. In this case, the distribution of the interarrival time 

Xi is a second order hyperexponential distribution (H2), 

with complementary CDFand PDF as follows: 
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The three parameters of the hyperexponential distribution, 

u1, u2 and q, can be related with the MMPP(2) parameters 

by []: 
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4 Performance Analysis and Results 

4.1 Experiment 1 

In the first experiment, we compare Mininet simulation 

and MMPP modelling to the efficiency of MMPP in 

simulating SDN with a linear topology. The CDF of the 

transfer is recognized. Matlab was used to run the 

simulation. Figure 3 shows the analytical model for the 

network simulation for the linear topology (linear four) 

utilizing D-MMPP as well as the CDF. Figure 2 displays the 

transmission of the measured traffic. Figure 4 displays the 

PDF for the transfer using D-MMPP in both the emulation 

and analytical modes. The results are highlighted by the fact 

that the CDF and PDF of the analytical model and the 

emulation are essentially similar. The pdf deviates greatly 

from the true SDN traffic because we employed five states 

in the model to imitate the real traffic, which had only three 

transition phases. 

Switch one Switch two Switch three Switch four

Host one Host two Host three Host four

 

Figure 1 the Linear Topology (linear four). 

 

Figure 2 The transfer in MB  for the measured traffic 

 

Figure 3 the CDF for transfer in MB for the emulation of 

linear topology and MMPP modelling 
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Figure 4 the PDF for transfer in MB for the emulation of 

linear topology and modelling SDN with MMPP 

Q = 

[   
 −1 0 0.1429 0.5714 0.28570 −0.9259 0.1481 0.4074 0.37040 0.038 −0.9114 0.3797 0.49370.0193 0.0656 0.1583 −0.7452 0.50190.0032 0.008 0.0414 0.2357 − 0.2882]   

 
          

(10) 

 

Times in state =  [7 27 79 259 628]            (11) 

π𝑠𝑠 = [   
 0.0070.0270.0790.2590.628]   

 
                                                         (12) 

4.2 Experiment 2 

We provide more thorough experimental data in this 

subsection to show how well D-MMPP models SDN. during 

the course of 100 seconds. The transfer's CDF is calculated. 

The simulation has been done through Matlab. Figures 6 and 

7 illustrate the CDF and PDF for the transfer using D-

MMPP in the emulation and analytical modes, respectively, 

for the network for the linear topology (linear 6) presented 

in Figure 5's simulation of the network and the analytical 

model. The CDF and PDF of the emulation and the 

analytical model are identical, which sums up the results. 

Five states are used in both the mathematical model and 

simulation, thus, it is important to understand that the CDF 

and the PDF are identical. 

Switch one Switch two Switch three Switch four Switch five Switch six

Host one Host two Host three Host four
Host five Host six

 

Figure 5 the Linear Topology (linear six). 

 

Figure 6 the CDF for transfer in MB for the emulation of 

linear topology and the analytical model. 

 

Figure 7 the PDF for transfer in MB for the emulation of 

linear topology and the analytical model. 

Q = 

[   
 −0.9474 0.0526 0.7105 0.0789 0.10530 −0.9815 0.1852 0.3889 0.40740 0.0316 −0.8842 0.2632 0.58950.097 0.1078 0.0728 −0.7574 0.47980.0023 0.0181 0.0452 0.5249 − 0.5905]   

 
                     

(13) 

Times in state =  [38 54 95 371 442]                     
(14) 

π𝑠𝑠  = [   
 0.0390.0540.09570.37050.448 ]   

 
                                                          (15) 

4.3 Experiment 3 

In this section, we present additional detailed 

experimental data to demonstrate how accurately D-MMPP 

predicts SDN. The CDF of the transfer is determined. 

Matlab has been used to perform the simulation. The CDF 

for the network simulation for the linear topology (shown in 

Figure 8) and the analytical model utilizing D-MMPP are 

both displayed in Figure 9. Figure 10 displays the PDF for 

the transfer using D-MMPP in both the emulation and 
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analytical modes.  The results are summarized by the fact 

that the CDF and PDF of the analytical model and the 

emulation are essentially identical. Even though the model 

employs five stages to simulate SDN whereas real SDN 

traffic has seven transition states, the CDF and PDF are 

nearly equal since the flow is the same after the fifth 

transition. 

Switch one Switch two Switch three Switch four Switch five Switch six

Host one Host two Host three Host four
Host five Host six

Switch Seven
Switch eight

Host seven Host eight

 Figure 8 the Linear Topology (linear 8). 

 

Figure 9 the CDF for transfer in MB for the emulation of 

linear topology and the analytical model. 

 

Figure 10 the PDF for transfer in MB for the emulation of 

linear topology and the analytical model. 

Q = 

[   
 −0.0256 0.0064 0.0128 0.0064 00.0268 −0.0893 0.0357 0.0179 0.00890.0263 0.0188 −0.0639 0.0113 0.00750.0612 0.0408 0.0612 −0.2245 0.06120 0 0.0351 0.0263 − 0.0614]   

 
           

(16) 

Times in state =  [469 112 266 49 114]                       
(17) 

π𝑠𝑠 = [   
 0.49170.11060.25670.04670.0941]   

 
            (18) 

0.1983*exp(-1.825*x) + 0.3935*exp(-7.064*x) + 

0.217*exp(-11.06*x) + 0.09144*exp(-9.224*x) + 

0.09976*exp(-4.089*x) 

 

4.4 Experiment 4 

In order to make sure that MMPP is successful in 

simulating SDN traffic in this experiment, a tree topology is 

adopted (as seen in Figure 11). To show that MMPP is the 

best option for simulating SDN traffic, the CDF and the 

PDF for both the emulation and the analytical model are 

measured. Figures 12 and 13 respectively show the CDF and 

PDF for the analytical model using MMPP and the 

emulation. They are similar. Because we used five states in 

the model to simulate the real traffic, which only had three 

transition phases, the pdf deviates substantially from the true 

SDN traffic. 

Switch one

Switch two Switch three

Host one Host two Host three Host four

  

Figure 11 the Tree Topology (two) 

.  

Figure 12 the CDF for transfer in MB for the emulation of 

tree topology and the MMPP model 
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Figure 13 the PDF for transfer in MB for the emulation of 

tree topology and the MMPP model(19) Q = 

[   
 -0.7059 0.058 0 0.1765 0.4706

0.1333 -0.9667 0.1333 0.0333 0.667
0 0 -0.9286 0.1071 0.8214

0.0117 0.0292 0.0234 -0.8363 0.7719
0.008 0.305 0.0239 0.1804 - 0.2427]   

 
  

(20) Times in state =  [17 39 28 171 754] 
() rate vector 

(21) π𝑠𝑠  = [   
 0.0170.030.0280.17100.754 ]   

 
 

 

4.5 Experiment 5 

In this experiment, MMPP is utilized to successfully 

replicate SDN traffic using a tree architecture (as illustrated 

in Figure 11). We measure the CDF and PDF for the 

emulation and the analytical model to show that MMPP is 

the best solution for emulating SDN traffic. Figures 12 and 

13 respectively, which are comparable, illustrate the CDF 

and PDF for the analytical model using MMPP and the 

emulation. Since the real traffic only had three transition 

phases, we used five states in the model to simulate it, which 

greatly deviates from the true SDN traffic. 

Switch one

Switch two Switch three

Switch four
Switch five

Switch six
Switch seven

Host one Host two Host three Host four
Host five

Host sevenHost six
Host eight

 

Figure 14 the Tree Topology. 

 

 

Figure 15 the CDF for transfer in MB for the emulation of 

tree topology and the analytical model. 

 

Figure 16 the PDF for transfer in MB for the emulation of 

tree topology and the analytical model. 

 

Q = 

[   
 −0.4783 0 0.0435 0.3696 0.06520 −1 0.0294 0.8235 0.14710.029 0 −0.1449 0.087 0.0290.0293 0.0548 0.0055 −0.1115 0.02190.0132 0.0132 0.0132 0.0362 − 0.0757]   

 
 

(22) 

 

Times in state =  [469 112 266 49 114]  (23) 

π𝑠𝑠  = [   
 0.04630.03440.06860.55630.2943]   

 
          (24) 

5 Conclusion 

In this paper, D-MMPP was used to simulate SDN and 

study the transfer in MB, which is related to arrival rate. To 

enable the controller to properly configure the switch in 

MMPP, the switch just sends the controller the first table-

miss packet of each flow. The successive packets of the flow 

belonging to the same flow are temporarily stored in the 

switch until the correct flow entry is added to or modified in 

the flow table. D-MMPP reduces the number of packets sent 

to the controller, which lightens the strain on the controller 

and significantly reduces table-miss packet delay. 
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We used a simulation to test D-MMPP, using one 

controller and several switches from two different research. 

The SDN network should have a lot of switches in a real-

world scenario, each with a unique set of dependencies. The 

controller not only sets the flow entry of the sending switch 

when a switch sends a table-miss packet to it as a Packet-In 

message, but it may also set the flow entries of the other 

switches on the path. In order to get results that are more 

convincing in the future, it is recommended to use emulation 

to build a more realistic environment that is made up of one 

controller and several switches. Allow the packets to 

actually travel through this false controller and the switch as 

well. 

In simulation and modelling, we ignore the realistic 

architecture of a physical switch and, instead, simulate a 

switch as a straightforward processing and forwarding node, 

as most prior efforts have done. A physical Open-Flow 

switch's processing for entering and leaving has many flow 

tables. The switch has a large number of queues as well, 

including several queues for various output ports and 

numerous queues for allocating packet priority between 

ingress and egress processing. 
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