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Chapter 1
Introduction to 

Information Storage

KEY CONCEPTS
Data and Information

Structured and Unstructured 
Data

Evolution of Storage 
Architecture

Core Elements of a Data Center

Vir tualization and Cloud 
Computing

Information is increasingly important in our 
daily lives. We have become information-
dependent in the 21st century, living in an 

on-command, on-demand world, which means, 
we need information when and where it is required. We 
access the Internet every day to perform searches, 
participate in social networking, send and receive 
e-mails, share pictures and videos, and use scores of 
other applications. Equipped with a growing num-
ber of content-generating devices, more information 
is created by individuals than by organizations 
(including business, governments, non-profi ts and 
so on). Information created by individuals gains 
value when shared with others. When created, information resides locally on 
devices, such as cell phones, smartphones, tablets, cameras, and laptops. To be 
shared, this information needs to be uploaded to central data repositories (data 
centers) via networks. Although the majority of information is created by indi-
viduals, it is stored and managed by a relatively small number of organizations.

The importance, dependency, and volume of information for the business 
world also continue to grow at astounding rates. Businesses depend on fast 
and reliable access to information critical to their success. Examples of business 
processes or systems that rely on digital information include airline reservations, 
telecommunications billing, Internet commerce, electronic banking, credit card 
transaction processing, capital/stock trading, health care claims processing, 
life science research, and so on. The increasing dependence of businesses on 
information has amplifi ed the challenges in storing, protecting, and managing 
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4 Section I n Storage System

data. Legal, regulatory, and contractual obligations regarding the availability 
and protection of data further add to these challenges.

Organizations usually maintain one or more data centers to store and manage 
information. A data center is a facility that contains information storage and other 
physical information technology (IT) resources for computing, networking, and 
storing information. In traditional data centers, the storage resources are typi-
cally dedicated for each of the business units or applications. The proliferation of 
new applications and increasing data growth have resulted in islands of discrete 
information storage infrastructures in these data centers. This leads to complex 
information management and underutilization of storage resources. Virtualization 
optimizes resource utilization and eases resource management. Organizations 
incorporate virtualization in their data centers to transform them into virtualized 
data centers (VDCs). Cloud computing, which represents a fundamental shift in 
how IT is built, managed, and provided, further reduces information storage and 
management complexity and IT resource provisioning time. Cloud computing 
brings in a fully automated request-fulfi llment process that enables users to rapidly 
obtain storage and other IT resources on demand. Through cloud computing, 
an organization can rapidly deploy applications where the underlying storage 
capability can scale-up and scale-down, based on the business requirements.

This chapter describes the evolution of information storage architecture 
from a server-centric model to an information-centric model. It also provides 
an overview of virtualization and cloud computing.

1.1 Information Storage

Organizations process data to derive the information required for their day-to-
day operations. Storage is a repository that enables users to persistently store 
and retrieve this digital data.

1.1.1 Data
Data is a collection of raw facts from which conclusions might be drawn. 
Handwritten letters, a printed book, a family photograph, printed and duly 
signed copies of mortgage papers, a bank’s ledgers, and an airline ticket are all 
examples that contain data.

Before the advent of computers, the methods adopted for data creation and 
sharing were limited to fewer forms, such as paper and fi lm. Today, the same 
data can be converted into more convenient forms, such as an e-mail message, 
an e-book, a digital image, or a digital movie. This data can be generated using 
a computer and stored as strings of binary numbers (0s and 1s), as shown in 
Figure 1-1. Data in this form is called digital data and is accessible by the user 
only after a computer processes it.
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 Chapter 1 n Introduction to Information Storage  5

Figure 1-1: Digital data
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With the advancement of computer and communication technologies, the 
rate of data generation and sharing has increased exponentially. The fol-
lowing is a list of some of the factors that have contributed to the growth of 
digital data:

 n Increase in data-processing capabilities: Modern computers provide a 
signifi cant increase in processing and storage capabilities. This enables 
the conversion of various types of content and media from conventional 
forms to digital formats.

 n Lower cost of digital storage: Technological advances and the decrease in the 
cost of storage devices have provided low-cost storage solutions. This cost 
benefi t has increased the rate at which digital data is generated and stored.

 n Affordable and faster communication technology: The rate of sharing 
digital data is now much faster than traditional approaches. A handwrit-
ten letter might take a week to reach its destination, whereas it typically 
takes only a few seconds for an e-mail message to reach its recipient.

 n Proliferation of applications and smart devices: Smartphones, tablets, 
and newer digital devices, along with smart applications, have signifi cantly 
contributed to the generation of digital content.

Inexpensive and easier ways to create, collect, and store all types of data, 
coupled with increasing individual and business needs, have led to accelerated 
data growth, popularly termed data explosion. Both individuals and businesses 
have contributed in varied proportions to this data explosion.

The importance and value of data vary with time. Most of the data created 
holds signifi cance for a short term but becomes less valuable over time. This 
governs the type of data storage solutions used. Typically, recent data which 
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6 Section I n Storage System

has higher usage is stored on faster and more expensive storage. As it ages, it 
may be moved to slower, less expensive but reliable storage.

EXAMPLES OF RESEARCH AND BUSINESS DATA

Following are some examples of research and business data:

 n Customer data: Data related to a company’s custom-
ers, such as order details, shipping addresses, and purchase 
history.

 n Product data: Includes data related to various aspects of 
 a product, such as inventory, description, pricing, availability, 
and sales.

 n Medical data: Data related to the healthcare industry, such as patient 
history, radiological images, details of medication and other treatment, 
and insurance information.

 n Seismic data: Seismology is a scientifi c study of earthquakes. It involves 
collecting data and processes to derive information that helps determine 
the location and magnitude of earthquakes.

Businesses generate vast amounts of data and then extract meaningful infor-
mation from this data to derive economic benefi ts. Therefore, businesses need to 
maintain data and ensure its availability over a longer period. Furthermore, the 
data can vary in criticality and might require special handling. For example, legal 
and regulatory requirements mandate that banks maintain account information 
for their customers accurately and securely. Some businesses handle data for 
millions of customers and ensure the security and integrity of data over a long 
period of time. This requires high-performance and high-capacity storage devices 
with enhanced security and compliance that can retain data for a long period.

1.1.2 Types of Data
Data can be classifi ed as structured or unstructured (see Figure 1-2) based on how 
it is stored and managed. Structured data is organized in rows and columns in a 
rigidly defi ned format so that applications can retrieve and process it effi ciently. 
Structured data is typically stored using a database management system (DBMS).

Data is unstructured if its elements cannot be stored in rows and columns, which 
makes it diffi cult to query and retrieve by applications. For example, customer 
contacts that are stored in various forms such as sticky notes, e-mail messages, 
business cards, or even digital format fi les, such as .doc, .txt, and .pdf. Due to its 
unstructured nature, it is diffi cult to retrieve this data using a traditional customer 
relationship management application. A vast majority of new data being created 
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 Chapter 1 n Introduction to Information Storage  7

today is unstructured. The industry is challenged with with new architectures, 
technologies, techniques, and skills to store, manage, analyze, and derive value 
from unstructured data from numerous sources.

Figure 1-2: Types of data
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1.1.3 Big Data
Big data is a new and evolving concept, which refers to data sets whose sizes 
are beyond the capability of commonly used software tools to capture, store, 
manage, and process within acceptable time limits. It includes both structured 
and unstructured data generated by a variety of sources, including business 
application transactions, web pages, videos, images, e-mails, social media, and 
so on. These data sets typically require real-time capture or updates for analysis, 
predictive modeling, and decision making.

Signifi cant opportunities exist to extract value from big data. The big data 
ecosystem (see Figure 1-3) consists of the following:

 1. Devices that collect data from multiple locations and also generate new 
data about this data (metadata).

 2. Data collectors who gather data from devices and users.

 3. Data aggregators that compile the collected data to extract meaningful 
information.

 4. Data users and buyers who benefi t from the information collected and 
aggregated by others in the data value chain.
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 Chapter 1 n Introduction to Information Storage  9

Traditional IT infrastructure and data processing tools and methodologies 
are inadequate to handle the volume, variety, dynamism, and complexity of big 
data. Analyzing big data in real time requires new techniques, architectures, 
and tools that provide high performance, massively parallel processing (MPP) 
data platforms, and advanced analytics on the data sets.

Data science is an emerging discipline, which enables organizations to derive 
business value from big data. Data science represents the synthesis of several 
existing disciplines, such as statistics, math, data visualization, and computer 
science to enable data scientists to develop advanced algorithms for the purpose 
of analyzing vast amounts of information to drive new value and make more 
data-driven decisions.

Several industries and markets currently looking to employ data science 
techniques include medical and scientifi c research, health care, public admin-
istration, fraud detection, social media, banks, insurance companies, and other 
digital information-based entities that benefi t from the analytics of big data.

1.1.4 Information
Data, whether structured or unstructured, does not fulfi ll any purpose for indi-
viduals or businesses unless it is presented in a meaningful form. Information 
is the intelligence and knowledge derived from data.

Businesses analyze raw data to identify meaningful trends. On the basis of these 
trends, a company can plan or modify its strategy. For example, a retailer identi-
fi es customers’ preferred products and brand names by analyzing their purchase 
patterns and maintaining an inventory of those products. Effective data analysis 
not only extends its benefi ts to existing businesses, but also creates the potential 
for new business opportunities by using the information in creative ways.

1.1.5 Storage
Data created by individuals or businesses must be stored so that it is easily 
accessible for further processing. In a computing environment, devices designed 
for storing data are termed storage devices or simply storage. The type of storage 
used varies based on the type of data and the rate at which it is created and 
used. Devices, such as a media card in a cell phone or digital camera, DVDs, 
CD-ROMs, and disk drives in personal computers are examples of storage devices.

Businesses have several options available for storing data, including internal 
hard disks, external disk arrays, and tapes.

1.2 Evolution of Storage Architecture

Historically, organizations had centralized computers (mainframes) and infor-
mation storage devices (tape reels and disk packs) in their data center. The 
evolution of open systems, their affordability, and ease of deployment made it 
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10 Section I n Storage System

possible for business units/departments to have their own servers and storage. 
In earlier implementations of open systems, the storage was typically internal 
to the server. These storage devices could not be shared with any other servers. 
This approach is referred to as server-centric storage architecture (see Figure 1-4 
[a]). In this architecture, each server has a limited number of storage devices, 
and any administrative tasks, such as maintenance of the server or increasing 
storage capacity, might result in unavailability of information. The proliferation 
of departmental servers in an enterprise resulted in unprotected, unmanaged, 
fragmented islands of information and increased capital and operating expenses..

Figure 1-4: Evolution of storage architecture

Department 1 
Server

Department 2 
Server

Department 3 
Server

(a) Server-Centric Storage Architecture 

(b) Information-Centric Storage Architecture

Storage
Network

Department 1
Server

Department 2 
Server

Department 3
Server

Storage Device

To overcome these challenges, storage evolved from server-centric to informa-
tion-centric architecture (see Figure 1-4 [b]). In this architecture, storage devices 
are managed centrally and independent of servers. These centrally-managed 
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 Chapter 1 n Introduction to Information Storage  11

storage devices are shared with multiple servers. When a new server is deployed 
in the environment, storage is assigned from the same shared storage devices 
to that server. The capacity of shared storage can be increased dynamically by 
adding more storage devices without impacting information availability. In this 
architecture, information management is easier and cost-effective.

Storage technology and architecture continue to evolve, which enables orga-
nizations to consolidate, protect, optimize, and leverage their data to achieve 
the highest return on information assets.

1.3 Data Center Infrastructure

Organizations maintain data centers to provide centralized data-processing capa-
bilities across the enterprise. Data centers house and manage large amounts of data. 
The data center infrastructure includes hardware components, such as computers, 
storage systems, network devices, and power backups; and software components, 
such as applications, operating systems, and management software. It also includes 
environmental controls, such as air conditioning, fi re suppression, and ventilation.

Large organizations often maintain more than one data center to distribute 
data processing workloads and provide backup if a disaster occurs.

1.3.1 Core Elements of a Data Center
Five core elements are essential for the functionality of a data center:

 n Application: A computer program that provides the logic for computing 
operations

 n Database management system (DBMS): Provides a structured way to 
store data in logically organized tables that are interrelated

 n Host or compute: A computing platform (hardware, fi rmware, and 
software) that runs applications and databases

 n Network: A data path that facilitates communication among various 
networked devices

 n Storage: A device that stores data persistently for subsequent use

These core elements are typically viewed and managed as separate entities, 
but all the elements must work together to address data-processing requirements.

In this book, host, compute, and server are used 
interchangeably to represent the element that runs 
applications.
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12 Section I n Storage System

Figure 1-5 shows an example of an online order transaction system that 
involves the fi ve core elements of a data center and illustrates their functional-
ity in a business process.

Figure 1-5: Example of an online order transaction system
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Storage Array
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Storage 
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A customer places an order through a client machine connected over a LAN/
WAN to a host running an order-processing application. The client accesses the 
DBMS on the host through the application to provide order-related information, 
such as the customer name, address, payment method, products ordered, and 
quantity ordered.

The DBMS uses the host operating system to write this data to the physical 
disks in the storage array. The storage networks provide the communication 
link between the host and the storage array and transports the request to read 
or write data between them. The storage array, after receiving the read or write 
request from the host, performs the necessary operations to store the data on 
physical disks.

1.3.2 Key Characteristics of a Data Center 
Uninterrupted operation of data centers is critical to the survival and success of 
a business. Organizations must have a reliable infrastructure that ensures that 
data is accessible at all times. Although the characteristics shown in Figure 1-6 
are applicable to all elements of the data center infrastructure, the focus here 
is on storage systems. This book covers the various technologies and solutions 
to meet these requirements.

 n Availability: A data center should ensure the availability of information 
when required. Unavailability of information could cost millions of dollars 
per hour to businesses, such as fi nancial services, telecommunications, 
and e-commerce.

 n Security: Data centers must establish policies, procedures, and core 
element integration to prevent unauthorized access to information.
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 Chapter 1 n Introduction to Information Storage  13

 n Scalability: Business growth often requires deploying more servers, new 
applications, and additional databases. Data center resources should scale 
based on requirements, without interrupting business operations.

 n Performance: All the elements of the data center should provide optimal 
performance based on the required service levels.

 n Data integrity: Data integrity refers to mechanisms, such as error correc-
tion codes or parity bits, which ensure that data is stored and retrieved 
exactly as it was received.

 n Capacity: Data center operations require adequate resources to store and 
process large amounts of data, effi ciently. When capacity requirements 
increase, the data center must provide additional capacity without inter-
rupting availability or with minimal disruption. Capacity may be man-
aged by reallocating the existing resources or by adding new resources.

 n Manageability: A data center should provide easy and integrated man-
agement of all its elements. Manageability can be achieved through auto-
mation and reduction of human (manual) intervention in common tasks.

Figure 1-6: Key characteristics of a data center

Availability

SecurityData Integrity

Performance

Scalability

Capacity

Manageability

1.3.3 Managing a Data Center
Managing a data center involves many tasks. The key management activities 
include the following:

 n Monitoring: It is a continuous process of gathering information on vari-
ous elements and services running in a data center. The aspects of a data 
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14 Section I n Storage System

center that are monitored include security, performance, availability, and 
capacity.

 n Reporting: It is done periodically on resource performance, capacity, and 
utilization. Reporting tasks help to establish business justifi cations and 
chargeback of costs associated with data center operations.

 n Provisioning: It is a process of providing the hardware, software, and 
other resources required to run a data center. Provisioning activities 
primarily include resources management to meet capacity, availability, 
performance, and security requirements.

Virtualization and cloud computing have dramatically changed the way data 
center infrastructure resources are provisioned and managed. Organizations 
are rapidly deploying virtualization on various elements of data centers to 
optimize their utilization. Further, continuous cost pressure on IT and on-
demand data processing requirements have resulted in the adoption of cloud 
computing.

1.4 Virtualization and Cloud Computing

Virtualization is a technique of abstracting physical resources, such as compute, 
storage, and network, and making them appear as logical resources. Virtualization 
has existed in the IT industry for several years and in different forms. Common 
examples of virtualization are virtual memory used on compute systems and 
partitioning of raw disks.

Virtualization enables pooling of physical resources and providing an aggre-
gated view of the physical resource capabilities. For example, storage virtu-
alization enables multiple pooled storage devices to appear as a single large 
storage entity. Similarly, by using compute virtualization, the CPU capacity of 
the pooled physical servers can be viewed as the aggregation of the power of 
all CPUs (in megahertz). Virtualization also enables centralized management 
of pooled resources.

Virtual resources can be created and provisioned from the pooled physical 
resources. For example, a virtual disk of a given capacity can be created from 
a storage pool or a virtual server with specifi c CPU power and memory can be 
confi gured from a compute pool. These virtual resources share pooled physical 
resources, which improves the utilization of physical IT resources. Based on 
business requirements, capacity can be added to or removed from the virtual 
resources without any disruption to applications or users. With improved utiliza-
tion of IT assets, organizations save the costs associated with procurement and 
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 Chapter 1 n Introduction to Information Storage  15

management of new physical resources. Moreover, fewer physical resources means 
less space and energy, which leads to better economics and green computing.

In today’s fast-paced and competitive environment, organizations must be 
agile and fl exible to meet changing market requirements. This leads to rapid 
expansion and upgrade of resources while meeting shrinking or stagnant IT 
budgets. Cloud computing, addresses these challenges effi ciently. Cloud com-
puting enables individuals or businesses to use IT resources as a service over 
the network. It provides highly scalable and fl exible computing that enables 
provisioning of resources on demand. Users can scale up or scale down the 
demand of computing resources, including storage capacity, with minimal 
management effort or service provider interaction. Cloud computing empowers 
self-service requesting through a fully automated request-fulfi llment process. 
Cloud computing enables consumption-based metering; therefore, consumers 
pay only for the resources they use, such as CPU hours used, amount of data 
transferred, and gigabytes of data stored.

Cloud infrastructure is usually built upon virtualized data centers, which 
provide resource pooling and rapid provisioning of resources. Information 
storage in virtualized and cloud environments is detailed later in the book.

Summary

This chapter described the importance of data, information, and storage infra-
structure. Meeting today’s storage needs begins with understanding the type 
of data, its value, and key attributes of a data center.

The evolution of storage architecture and the core elements of a data center 
covered in this chapter provided the foundation for information storage and 
management. The emergence of virtualization has provided the opportunity 
to transform classic data centers into virtualized data centers. Cloud comput-
ing is further changing the way IT resources are provisioned and consumed.

The subsequent chapters in the book provide comprehensive details on various 
aspects of information storage and management in both classic and virtualized 
environments. It begins with describing the core elements of a data center with 
a focus on storage systems and RAID (covered in Chapters 2, 3, and 4). Chapters 
5 through 8 of this book detail various storage networking technologies, such as 
storage area network (SAN), network attached storage (NAS), and object-based 
and unifi ed storage. Chapters 9 through 12 cover various business continuity solu-
tions, such as backup and replication, along with archival technologies. Chapter 13 
introduces cloud infrastructure and services. Chapters 14 and 15 describe securing 
and managing storage in traditional and virtualized environments.
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16 Section I n Storage System

EXERCISES

 1. What is structured and unstructured data? Research the challenges of 
storing and managing unstructured data.

 2. Discuss the benefits of information-centric storage architecture over 
server-centric storage architecture.

 3. What are the attributes of big data? Research and prepare a presentation 
on big data analytics. 

 4. Research how businesses use their information assets to derive competi-
tive advantage and new business opportunities.

 5. Research and prepare a presentation on personal data management.
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